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We observe that pretransitional order parameter fluctuations of a skyrmion-forming chiral nematic liquid
crystal are slowed down for 4 orders of magnitude, if confined to ≲100 nm thin layers. Fluctuating
fragments of half-skyrmions are observed in a narrow temperature interval and are explained by thermally
activated hopping between the various energy states. Skyrmion fluctuations are accompanied by
imbalanced topological charge: positive charges appear at higher temperatures and dominate in the
fluctuating region until skyrmions fully condense and negative charges appear at lower temperatures.
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Skyrmions are topologically protected structures of a
particular field that cannot be smoothly removed or
unwound into a homogeneous field. They were first
proposed by Skyrme to describe particlelike excitations
of the pion field [1]. Since then, skyrmions have been
observed as magnetic vortices in chiral magnets [2,3], in
spinor Bose-Einstein condensates [4], and chiral nematic
liquid crystals (LCs) [5–10]. Here, they spontaneously
emerge by cooling from the isotropic phase (I) into one
of the 3D skyrmion phases, such as the Blue Phases (BPs) I,
II, and III [11]. The phase transition into the BPs not only
results in spontaneous formation of order through sym-
metry breaking, but gives birth to topologically protected
skyrmions. This double nature of the isotropic-BP tran-
sition therefore opens a question regarding how these
topologically protected and complex 3D structures can
spontaneously form.
In this Letter we report on direct observation and

imaging of half-skyrmion (HS) condensation near the I-HS
phase transition in ∼80 nm thin BPI layers. The I-BPI
transition is first order in bulk, but becomes gradual, when
the material is confined to layers below the critical thick-
ness dc of capillary condensation [12–15]. We observe
thermally excited formation and disappearance of individ-
ual HSs, when the thickness of BPI layer is lower than
df > dc, df ∼ 70 nm. The lifetime of skyrmions and their
parts increases, as the temperature is lowered, until sky-
rmions fully condense into a liquid of HS. Chiral fluctua-
tions in this region are slowed, compared to bulk [16],
for more than 4 orders of magnitude by the effect of
confinement, which enables us to image and measure the
skyrmion fluctuations that were to our knowledge never
observed before.

The experiments were performed in thin layers of chiral
LC mixtures with a pitch of 360 nm and 710 nm [10,17].
To provide (weak) planar-degenerate anchoring condi-
tions [18], bare and polymethyl methacrylate covered
glass slides were used to producing wedgelike LC layers,
with thickness from ∼30 nm to a few 100 nm [11]. The
LC was observed using a diffraction limited optical micro-
scope in reflection mode with NA ¼ 1.45 oil-immersion
objective and narrow spectral band of illumination light
centered around λ ¼ 450 nm yielding optical resolution
of ∼150 nm. The temperature of the LC was controlled
to ∼4 mK.
Figure 1(a) shows a sequence of images of 360 nm-

pitch LC at temperatures near the I-BPI transition and
varying thickness between 60–90 nm (Supplementary
Video (SV) 1). In thicker parts (∼90 nm) we observe a
typical first-order transition, where the HS phase grows in
form of plateletlike clusters, shown in Fig. 1(b). A single
HS or a cluster of a few HSs appears instantaneously
from the I phase and acts as nucleation site for further
growth. The doughnutlike appearance of HSs with a dark
center is a consequence of refractive index mismatch
between the glass and the local molecular orientation
[inset to Fig. 1(a)] [10,11,34].
Just below the thickness df (dashed vertical line), we

observe pronounced visual flickering of round bright
domains of ∼100–300 nm size. It is on the timescale of
∼10–100 ms, and is clearly visible to the bare eye. With
decreasing thickness and lowering the temperature, the
dynamically formed domains become elongated, sponta-
neously changing shape and closing into HS loops. They
either decay back into a moonlike form or remain as
individual HS within the I phase. The dashed squares 2

PHYSICAL REVIEW LETTERS 132, 178101 (2024)
Featured in Physics

0031-9007=24=132(17)=178101(6) 178101-1 © 2024 American Physical Society

https://orcid.org/0000-0002-0349-2472
https://orcid.org/0000-0002-4244-529X
https://orcid.org/0000-0001-5583-2953
https://orcid.org/0000-0002-3937-3328
https://orcid.org/0000-0002-3962-8845
https://orcid.org/0000-0002-0200-1766
https://crossmark.crossref.org/dialog/?doi=10.1103/PhysRevLett.132.178101&domain=pdf&date_stamp=2024-04-22
https://doi.org/10.1103/PhysRevLett.132.178101
https://doi.org/10.1103/PhysRevLett.132.178101
https://doi.org/10.1103/PhysRevLett.132.178101
https://doi.org/10.1103/PhysRevLett.132.178101


and 3 in Fig. 1(a) denote regions with different thicknesses,
with their details revealed in Fig. 1(b). For the thinnest
regions in Fig. 1, the fluctuations are moonlike, but rarely
form a doughnut. This means that the formation of HS
becomes energetically less favorable with decreasing thick-
ness. Indeed, below d ∼ 70 nm the aerial density of HS
drops rapidly [Fig. 1(a)], reminiscent of a dense HS liquid
to gaseous HS phase transition.
Figure 2(a) shows a 1 s long sequence of a single region

within the fluctuating regime. Differently colored circles
denote different dynamic structures and types of fluctua-
tions, which either form a HS (yellow) or appear and
disappear as moonlike patches in the isotropic background
(red). The dynamics in one region thus consists of several
dynamic processes, which unfold at different rates. We
used differential dynamic microscopy to measure dynamics
of HS fluctuations [18,19,35]. Examples of obtained time-
autocorrelation functions are shown in Fig. 2(b) for a few
selected temperatures and image wave vector q̄¼ 6.7 μm−1.
Typical frames at these temperatures are on the right of

Fig. 2(b) (see also SV 2). The functions were fitted to
stretch-exponential function fðtÞ ¼ ae−ðt=τeffÞs , which takes
into account different relaxation events in the entire field of
view [18] and the temperature dependencies of the fluc-
tuations’ relaxation rates 1=τeff are shown in Fig. 2(c). The
inset of Fig. 2(c) shows the 1=τeff dependence on the image
wave vector q̄ for the three temperatures indicated in
Fig. 2(b).
The observed ∼101–102 Hz fluctuation rates [Fig. 2(c)]

are 4 orders of magnitude slower compared to the ∼106 Hz
nematic order parameter (OP) fluctuation rates at the I-BP
transition [16]. This indicates a critical region with
extremely flat OP thermodynamic potential, as discussed
by H. Yokoyama [13], or a thermally activated hopping
mechanism between local energy minima. The Landau de
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FIG. 2. (a) Different types of events occurring in a single second
within the fluctuating region of a highly chiral LC. Scale bar
500 nm. (b) Autocorrelation functions (left) for three different
temperatures at q̄ ¼ 6.7 μm−1, showing critical slowing down of
skyrmion fluctuations due to symmetry breaking when cooling
from the I phase. The images on the right were rescaled for
contrast. Scale bar 500 nm. (c) Temperature dependence of
effective relaxation rates (1=τeff ) at two different image wave
vectors: q̄¼ 6.7 μm−1 (long wavelength limit) and q̄¼ 22.7 μm−1

(comparable to HS size). The inset shows relaxation rate
dispersion at three temperatures in (b), also marked with vertical
dashed lines in (c).
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FIG. 1. (a) Each panel shows the same region of BPI LC in a
wedge cell at different temperatures compared to the I-BPI
transition in bulk. The thickness ranges from 60 nm (left) to
90 nm (right). The dashed vertical line denotes df, where
fluctuations are first observed at the transition. The top inset
shows the structure of a HS. Scale bar 5 μm, images are taken
with right-handed circularly polarized light and rescaled for
contrast. Sequence is shown in SV 1. (b) Subfigures 1-3 depict
enlargements of regions in (a) at the thickness of (1) ∼80–82 nm,
(2) ∼72–74 nm, and (3) ∼62–64 nm. Scale bar 1 μm.
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Gennes free energy of a chiral nematic is a sum of volume
and surface contributions: F ¼ R ðfc þ feÞd3rþ

R
fsd2r,

where fc and fe are the condensation and elastic volume
terms, and fs is the surface free energy density, respecti-
vely [36]. When the LC is confined between two walls
separated by d that enforce identical surface ordering, the
spatially averaged dimensionless free energy density gðsÞ
becomes [20]

gðsÞ ¼ rðd; TÞs2 − 2s3 þ s4 − σs: ð1Þ

s is the dimensionless amplitude of the OP and we
consider single elastic constant and uniaxial approxima-
tion, with homogeneous s—see Ref. [18] for an extended

derivation. In Eq. (1), rðd; TÞ ¼ ðT − T�Þ=ðTIN − T�Þ þ
ðξ2IN=d2Þge þ ð2ξ2INÞ=ðd · dð2Þe Þ is the effective dimension-
less temperature that drives the transition into the ordered

phase, ξIN is phase transition correlation length, dðiÞe are the
ordering (i ¼ 1) and disordering (i ¼ 2) surface extrapo-

lation lengths [36], and σ¼ðξ2IN=d2Þg24þð2ξ2INÞ=ðd ·dð1Þe Þ
is the dimensionless effective ordering field. Dimensionless
parameters ge and g24 quantify elastic distortions in the
director field: ge ¼ð1=2dÞR ½ð∇ ·nÞ2þðn · ð∇×nÞ−qÞ2þ
j∇×nj2Þ�d3r is the energy penalty for deformation deviat-
ing from simple splay, twist, and bend in confinement, and
g24 ¼ ð1=dÞ R ∇ · ðn∇ · n − ð∇nÞnÞd3r is the energy pen-
alty for saddle-splay deformation. The shift ΔTðdÞ of the
order-disorder phase transition (coexistence) temperature in
confinement is [18]

ΔTðdÞ ¼ ðTIN − T�Þ
�
ξ2IN
d2

ðg24 − geÞ þ
2ξ2IN
d

�
1

dð1Þe

−
1

dð2Þe

��
:

ð2Þ

If the surface prefers ordered nematic (dð1Þe < dð2Þe ),
ΔTðdÞ is positive, and is negative for surfaces preferring
disorder [13,20]. The generic ðT; dÞ phase diagram in the
inset of Fig. 3(a) shows a first-order phase boundary that
ends in a critical point CP (marked with a red point),
determined by σ ¼ σc ¼ 0.5, below which the transition is
gradual—-see also Fig. 4(b) in [18]. The experimentally
determined ðd; TÞ phase diagram is shown in main Fig. 3(a),
with the black curve of the form TðdÞ ¼ T0 − A=d. The
blue color gradient marks a region in which the transition
from the high-temperature phase becomes gradual with
reducing thickness, including the fluctuating region. It is not
possible to say in this case the transition disappears at a
sharply defined critical thickness, but rather the transition
into the critical region is gradual itself, with the critical
thickness dc ≲ 50 nm. Figure 3(b) shows the three different
transition regimes: in thick regions (right), stable HS
clusters nucleate in bulk or at the surfaces that grow quickly
once the transition temperature is reached [see Fig. 1(b) (1)].

Local minima at s ¼ sn ∼ 1.0 and s ¼ sp ∼ 0 here represent
the ordered (nematic) and disordered phase (confined
isotropic—paranematic), respectively. In the fluctuating
region (central schematic), the condensation energy density
barrierΔgþ=−

cond is strongly reduced due to confinement, while
the barrier disappears completely at lower d≲ dc (shown
left)—this point is discussed in more detail below.
We calculated the relaxation rates τ−1 of the OP

fluctuations around the equilibrium, given by the local

curvature of gðsÞ minima, τ−1 ¼ τ−1IN · gð2Þi , where gð2Þi ¼
∂
2g=∂s2js¼si , i ¼ n, p. Next, τ−1IN is the OP relaxation rate in
bulk, which is of the order of 106 Hz for a typical I-N/BP
transition. The calculated temperature dependence of the
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FIG. 3. (a) ðT; dÞ phase diagram. The blue gradient represents a
gradual change of phase transition nature with thickness and the
fluctuations are observed roughly in the square-patterned region.
The inset shows theoretically predicted phase diagram with
critical point (red dot). (b) Schematic of three phase transition
types observed in confined LCs (above) and schematic free
energy gðsÞOP dependencies of different thicknesses. (c) Temper-
ature dependence of OP relaxation rate in the I phase at different
thicknesses. (d) Temperature dependencies of the hopping rate
between the two equilibrium states at d ¼ 85 nm (dc ¼ 79 nm in
this model).
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OP relaxation rates τ−1 are shown in Fig. 3(c) for various
d—see Table 1 in [18] for values of numerical parameters
used. The relaxation rates drop down to ∼10 Hz only in a
very narrow (∼1 μK) interval and around the critical
thickness (dc ¼ 79 nm) for selected set of parameters.
This is 4 orders of magnitude narrower than observed in
the experiments and in apparent discrepancy to the simple
Landau theory and the soft mode approach for the bulk
phase transition [37].
The clue to this puzzle is hidden in the size of the

fluctuating HS fragments, which is around ∼200 nm, as
seen from Fig. 1(b). For a local thickness of ∼60–80 nm,
the fluctuating HS fragments are actually chiral capillary
bridges stochastically forming between the two surfaces.
Capillary condensation in very thin nematic layers has been
observed by Kočevar et al. [15,38,39].
We consider a cylindrical capillary bridge of radius r and

height d [Fig. 3(b)] as the state in a local minima at sn and
the absence of the capillary bridge corresponding to local
minimum with sp < sn. The maximum between the min-
ima appears at sm. The times for hopping between the two
free-energy minima, separated by a barrier of height ΔG�,
are τ�h ¼ τ · eβΔG

�
, where β ¼ 1=kBT and τ is the relax-

ation time in the currently occupied minimum. ΔG�, and
consequently τ�h , are different for N → I (−) and I → N
(þ) jumps. ΔG� is composed of two parts: (i) the free
energy needed to condense an ordered capillary bridge (and
vice versa), G�

cond and (ii) the energy cost of the forma-
tion of the interface between the nematic bridge and
surrounding paranematic phase Gintrf (and vice versa).
The free energy related to condensation of the nema-
tic bridge is Gcond ¼ a0ðTIN − T�ÞS20Δg�πr2d, with
Δgþ=− ¼ gðsmÞ − gðsp=nÞ and the corresponding energy
for the creation of (chiral) N-paranematic interface is

Gintrf ¼ γ0INðsn − spÞ22πrd
ffiffiffiffiffiffiffi
gð2Þn

q
[18,21,40]. Here, a0 is

the leading coefficient of the Landau expansion, TIN the
bulk transition temperature, S0 the value of OP at the
transition in bulk, and gðsiÞ, i ¼ n, p, are the free-energy
densities in the nematic and paranematic phases. γ0IN is bare
I-N interfacial tension. The hopping times τ�h are

τ�h
τIN

¼ exp½βðG�
cond �G�

intrfÞ�
gð2Þi

: ð3Þ

Figure 3(d) shows the temperature dependence of the
two hopping rates 1=τ�h , calculated for d ¼ 85 nm and
r ¼ 12ξIN, which are now 1000 times slower compared to
OP fluctuations, shown in Fig. 3(c), and comparable to
experiments. Also, the temperature interval of high hopping
rates is now of the order of few mK for this set of
parameters [18]. This temperature range depends strongly
on the surface anchoring strength, and even small local
variation of the surface anchoring strength [41,42] of ∼5%,

results in shifting the local temperature of phase transition
for ∼40 mK, thereby broadening the temperature window
of vivid skyrmion fluctuations.
The paranematic-skyrmion phase transition not only

breaks the continuous symmetry of the disordered phase,
but also changes the topology of the orientational field
considered topologically charge-neutral at all times.
Figure 4(a) shows a formation of a single HS in a longer
pitch material at thickness of d ∼ 120 nm, following a
temperature quench: elongated domains form (1–2),
develop a kink (3) and bend (4) inward until a HS is
formed (5). Considering the paranematic surrounding, each
new HS carries a topological charge þ1 and there is an
excess of positive charge, because the −1=2 disclination
lines are not observed at this stage. Further, Fig. 4(b)
presents a formation of a pair of HSs, starting as a wavy,
moonlike feature (1–2) that closes into a pair of tightly
bound HSs (3–4) on both sides. Two dark indentations
(3–4) on the surface of the connecting neck are the seeds of
two −1=2 disclination lines that become clearly visible (5).
The − 1=2 charge disclination lines are generated only via
collision and merging of individual HSs, reducing the
positive charge of a cluster to þ1. This imbalance is also
observed in other events, as shown in Fig. 4(c). Once two or
more HS clusters collide (1), strong bending of the director
at the touching surfaces occurs (2), which is relieved
through the formation of −1=2 disclinations (3–5),

time

-1/2-1/-1/22

-1/2(b) +1

(a)

+1

+1+1

+1

(c) +1

1 2 3 4 5

FIG. 4. Formation of (a) a single and (b) two HSs from the
I phase. Note the circular shape of the HS in image 5 of (a),
indicating the absence of two−1=2 disclination lines, representing
excess of positive charge ofþ1 per HS. Note the appearance of the
two −1=2 disclination lines when two connected HSs are formed
in image 5 of (b), keeping the total topological charge of a merged
cluster to þ1. (c) Merging of HS upon cooling, which partially
compensates the total topological charge of all the HSs. Because
of −1=2 disclinations, the total winding of an island remains
þ1 (encircled red), regardless of merging with other HSs. Addi-
tional HSs within the islands (dashed red ellipse) can form by
splitting a HS into two, with simultaneous appearance of −1=2
disclinations. All images were taken in the longer pitch LC. Scale
bars in (a)–(c) represent 200 nm. All sequences are from SV 3.
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balancing the total winding number to þ1. In the fluctuat-
ing regime observed in a shorter pitch material, such events
are reversibly driven by thermal energy, changing the total
charge on a millisecond timescale. The excess positive
charge is neutralized at lower temperatures via HS merging
that generates negative charge. This behavior does not
violate the conservation of topological charge, but simply
classifies topological charges into two classes: (i) the “real
charge” is observable as a singularity in the centers of
individual HSs and (ii) the “evanescent charges” remain
undetected in the paranematic phase, as the amplitude of
the order is below the detection limit of the instrumentation
used. For details see Ref. [18].
We note that the fluctuations of skyrmions shown in

Figs. 1, 2, and 4 can be viewed as fluctuations and slowing
down of double-twist eigenmode, considered by Long and
Selinger [43] as the lowest energy mode in chiral nematic
LCs in cylinders with free boundary conditions.
In conclusion, the results reveal an extremely slowed-

down dynamics of topologically nontrivial double-twisted
structures—skyrmions in confinement, and surprising
imbalance of skyrmion topological charge in a narrow
temperature interval exhibiting strong fluctuations. This
may be of fundamental importance for topological phase
transitions in general and for symmetry-breaking dynamics
in nonequilibrium first-order phase transitions in parti-
cular [44].
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