
Physics 3, 35 (2010)

Viewpoint

Does quantum mechanics play a role in critical phenomena?

Rajiv R. P. Singh
Department of Physics, University of California, Davis, CA 95616, USA

Published April 26, 2010

Quantum interference effects can, in theory, lead to the emergence of new particles carrying exotic quantum
numbers at a critical point. But how good is the evidence that this happens?
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Critical phenomena are associated with the coopera-
tive fluctuations of a large number of microscopic de-
grees of freedom [1]. At the well-known liquid-gas
critical point, quantum mechanics is largely irrelevant.
However, when the critical point is pushed down to
T = 0, as in the case of a uniaxial magnet in a trans-
verse field [2], the divergent length scale is the result
of quantum rather than thermal fluctuations. Quan-
tum systems with fluctuating spacetime field configu-
rations map onto field theories in one extra dimension
[3]. In analogy with phenomena like the Aharonov-
Bohm effect, where spatial trajectories that return to
the starting point acquire a quantum mechanical phase,
these field theories have complex Berry phases that arise
from overlap between quantum states at nearby times
[3] and so are not like classical statistical systems. If
one ignores Berry phases, as is possible in some mod-
els, then one obtains classical behavior. But in many
cases these Berry phases cannot be ignored [4]. And,
indeed, the widespread observation of exotic phases in
strongly correlated materials, such as heavy fermions [5]
and cuprates [6], right near the quantum critical point,
suggests a greater richness of quantum critical phenom-
ena.

The hypothesized phenomenon of “deconfined quan-
tum criticality” (DQC) [7] represents a dramatic mani-
festation of these Berry-phase-related quantum interfer-
ence effects in critical phenomena. Consider a system of
interacting spins. Two conventional phases in these sys-
tems are (i) antiferromagnetically ordered phases, also
called Néel phases, and (ii) valence bond crystal (VBC)
phases, in which spins are paired into singlets and these
singlet pairs are arranged in a pattern that breaks lat-
tice translational symmetry (see Fig. 1). In both these
phases, spin-half excitations called spinons are confined
in bound pairs, somewhat in the way that quarks are
confined in quantum chromodynamics (although the

FIG. 1: Schematic phase diagram with two very different spin
configurations. At the deconfined quantum critical point gc,
the Néel order parameter O1 and the valence bond crystal or-
der parameter O2 vanish continuously from the two sides and
spin-1/2 excitations (shown in inset as a free spin in a sea of
singlet pairs) become deconfined. At this point, free spinons
and photons emerge as dynamical variables in the system. (Il-
lustration: Alan Stonebraker)

precise details are different).
At DQC [7] due to Berry phase effects, there can be a

phase transition between Néel and VBC phases, where
both order parameters vanish continuously from the
two sides, and right at the critical point, free or “de-
confined” spinons arise (see Fig. 1). In the theory of
phase transitions developed by Landau, Ginzburg, and
Wilson, critical fluctuations are associated with the or-
der parameter fields that describe the bulk phases, and
this precludes direct continuous transition between two
unrelated ordered phases, except by fine-tuning of pa-
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rameters [1]. However, in the case of DQC, the critical
fluctuations are associated with the spinon field, which
is like the square root of the Néel order parameter. It
brings with it an arbitrary phase, which turns into a lo-
cal gauge freedom in the theory and gives rise to a gauge
field that is like a photon. As soon as the Néel order dis-
appears, on sufficiently long length scales, these photon
fields lead to the emergence of VBC order [7].

But can the validity of DQC be confirmed by numer-
ical simulations on model systems? Excluding the case
of one spatial dimension, which is special for a variety
of reasons and where lack of order and excitations with
fractional quantum numbers is the rule rather than the
exception, compelling evidence for DQC has been diffi-
cult to come by and indeed arguments to the contrary
have been presented [8].

Early numerical studies using series expansions [9],
showed that when a Néel phase is disordered due to
a combination of frustration and quantum fluctuations,
the Néel order parameter goes continuously to zero
and a spin-singlet phase with a gap to spin excita-
tions emerges. However, progress in the field has been
slowed by lack of computational methods that can study
long length scale fluctuations and hence distinguish be-
tween a weakly first order and a genuinely second order
transition, and calculate critical exponents in the case of
the latter.

In 2007, this situation was remedied by Anders Sand-
vik of Boston University in the US, who proposed a
novel “J-Q” model [10], with a nearest-neighbor Heisen-
berg exchange of strength J and a four-spin plaquette
interaction of strength Q. This model exhibits a phase
transition from a Néel to a VBC phase, and is amenable
to large-scale quantum Monte Carlo simulations. How-
ever, the simulation results have remained controversial
[11].

Writing in Physical Review Letters, Sandvik now
presents [12] results of the most extensive simulations
to date. The data make a compelling case that there is
a direct continuous transition between Néel and VBC
phases, as needed for DQC. However, there is an un-
usual and unanticipated aspect to the data, which pos-
sibly relates to uncertainties in previous studies. Sev-
eral thermodynamic properties are shown to exhibit log-
arithmic corrections to scaling. In the renormalization
group theory of phase transitions [1], such logarithmic
corrections arise only in very special cases, and they
were not anticipated by existing DQC theory in this case
[7]. Hopefully, this study will stimulate further theoret-
ical and computational work in this direction.

The experimental case for deconfined quantum criti-
cality is also unsettled. It is possible that fractionaliza-
tion of quantum numbers and emergence of novel ex-
citations right at the critical point, related to the Berry
phases, is a common theme in many kinds of quan-
tum phase transitions, such as those observed between

an antiferromagnet and a fermi-liquid metal in heavy
fermion systems [13], or between a variety of pro-
posed phases in the high-temperature superconducting
cuprates [14]. However, itinerant fermions bring with
them additional complexity and it is difficult to unam-
biguously relate these transitions to DQC.

Hence, it would be nice if direct transitions between
Néel and valence bond phases could be found in real
materials. Triangular and kagome lattice based materi-
als with spin-half are good candidates for such phenom-
ena [15] and indeed there is evidence for dimerization
in some cases [16]. However, it is not easy to drive ex-
perimental systems through a phase transition at T = 0
without impurities, doping, or magnetic fields, each of
which brings in additional features. Perhaps organic
molecular crystals, which are very sensitive to pressure,
are the most promising candidates.

On the theoretical side, there is a need for more
models where DQC can be established [17], as well
as for novel theoretical and computational methods to
study them. Recent tensor-network based methods are
promising in this regard [18]. One would also like to
see direct numerical evidence for deconfined fractional-
ized degrees of freedom. Previous simulations [10] have
shown evidence for emergent photons that should ac-
company spinons [7], but the spinons themselves have
not been looked for.
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