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The electron spin dynamics in (111)-oriented GaAs=AlGaAs quantum wells is studied by time-resolved

photoluminescence spectroscopy. By applying an external electric field of 50 kV=cm a two-order of

magnitude increase of the spin relaxation time can be observed reaching values larger than 30 ns; this is a

consequence of the electric field tuning of the spin-orbit conduction band splitting which can almost

vanish when the Rashba term compensates exactly the Dresselhaus one. The measurements under a

transverse magnetic field demonstrate that the electron spin relaxation time for the three space directions

can be tuned simultaneously with the applied electric field.
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The control of electron spin in semiconductors for po-
tential use in transport devices or quantum information
applications has attracted a great deal of attention in recent
years [1–3]. In 2D nanostructures made of III-V or II-VI
semiconductors, the dominant loss of electron spin mem-
ory is related to the spin relaxation mechanism known as
the Dyakonov-Perel (DP) mechanism [4,5]. In these mate-
rials, the absence of inversion symmetry and the spin-orbit
(SO) coupling are responsible for the lifting of the degen-
eracy for spin j 1=2i and j �1=2i electrons states in the
conduction band (CB). This splitting plays a crucial role
for the spin manipulation and spin transport phenomena
[6,7]. As it depends strongly on the crystal and nanostruc-
ture symmetry [8–10], it can be efficiently tailored as
explained below. The SO splitting can be viewed as the
result of the action on the electron spin of an effective
magnetic field whose amplitude and direction depend on
the wave vector k of the electron. The electron spin will
precess around this field with an effective, momentum
dependent Larmor vector�whose magnitude corresponds
to the CB spin splitting. This effective magnetic field
changes with time since the direction of the electron mo-
mentum varies due to electron collisions. As a conse-
quence, spin precession around this field in the intervals
between collisions gives rise to spin relaxation. In the usual
case of frequent collisions, the relaxation time of an elec-
tron spin oriented along the direction i can be written [4]
ð�isÞ�1 ¼ h�2

?i��p, where h�2
?i is the mean square preces-

sion vector in the plane perpendicular to the direction i
(i ¼ x; y; z) and ��p the electron momentum relaxation

time. This yields the loss of the electron spin memory in
a few tens or hundreds of picoseconds [11,12]. As the
driving force in the DP spin relaxation is the SO splitting,
its reduction is expected to lead to an increase of the spin
relaxation time [13,14]. In bulk zinc-blende semi-
conductor, the bulk inversion asymmetry (BIA) spin

splitting, also called Dresselhaus term, is determined
by [1,8]:

�3D
BIAðkÞ ¼

�

@
½kxðk2y � k2zÞ; kyðk2z � k2xÞ; kzðk2x � k2yÞ�; (1)

where � is the Dresselhaus coefficient and k ¼ ðkx; ky; kzÞ
the electron wave vector. In a quantum well (QW), where
the momentum component along the growth axis z is
quantized, the vector � due to the BIA for the lowest
electron subband is written as

�BIAðkkÞ ¼ �

@
hk2zið�kx; ky; 0Þ if z k ½001�; (2a)

�BIAðkkÞ ¼ �

2@
hk2zið0; 0; kyÞ if z k ½110�; (2b)

�BIAðkkÞ ¼ 2�

@
ffiffiffi
3

p hk2ziðky;�kx; 0Þ if z k ½111�; (2c)

where hk2zi is the averaged squared wave vector along
the growth direction and kk is the in-plane wave vector.

The weaker cubic terms in the Hamiltonian have been
neglected here since hk2zi> k2x; k

2
y; their influence will be

discussed later in the Letter. If an external electric field is
applied or an asymmetric doping, which generates a built-
in electric field, is present in the structure, an additional
contribution to the spin splitting appears, and is usually
referred to as structural inversion asymmetry (SIA) or the
Rashba effect [9,15–18]. For an electric field applied along
the growth axis, this SIA term is written as

� SIAðkkÞ ¼ �

@
ðky;�kx; 0Þ; (3)

where � ¼ aE is the Rashba coefficient (E is the electric
field amplitude and a is a positive constant). Note that
the SIA vector is perpendicular to both the electron mo-
mentum and the electric field (� / E� kk). As shown in

Eqs. (2) and (3) both the BIA and SIA strengths can be
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controlled [15]. The modification of the electron quantum
confinement (through the well width L variation of the hk2zi
term, for instance [11]) allows the tuning of the BIA spin
splitting, whereas the SIA term can be easily varied
through the applied electric field amplitude.

For (001) quantum wells, the interplay of the BIA and
SIA terms leads to an in-plane anisotropic CB spin splitting
[Eqs. (2a) and (3)] [15,19–21]. By tuning the QW asym-
metry, longer DP spin relaxation times along the in-plane
[110] direction was demonstrated [22–25].

For (110) quantum wells, it turns out that the effective
magnetic field due to the BIA term is oriented along the
[110] growth direction [Eq. (2b)] [5]; if the electron spin Sz
is also aligned along this direction, the DP spin relaxation
mechanism is suppressed, leading to �zs, as long as 20 ns for
electron spins parallel to [110] [26,27]. This is not true for
spins prepared in other directions due to strongly aniso-
tropic spin relaxation in these (110) GaAs quantum
wells [27–29].

In contrast to (100) and (110) QW, where the DP spin
relaxation can vanish for one given spin direction, it can be
suppressed in principle for the three directions in space for
(111) quantum wells, since the conduction bands can be-
come spin degenerate to first order in k [30–32]. This is
possible since the BIA and SIA vectors have exactly the
same direction in the QW plane and the same k depen-
dence [Eqs. (2c) and (3), inset of Fig. 2(a)]. If the electric
field amplitude E is tuned to the value,

2�ffiffiffi
3

p hk2zi ¼ �aE; (4)

the DP spin relaxation should be suppressed for Sx, Sy, Sz
since all components of � vanish. To the best of our
knowledge, this has not been evidenced experimentally.

In this Letter we have measured the electron spin
relaxation time in (111) GaAs quantum wells by time-
resolved photoluminescence (PL). By embedding the
QWs in a PIN or NIP structure we demonstrate the tuning
of the conduction band spin splitting and hence the spin
relaxation time with an applied external electric field [33].
The spin quantum beats measurements under transverse
magnetic field prove that the DP spin relaxation time is not
only increased for the Sz spin component but also for both
Sx and Sy.

We have studied three samples grown on n-doped
(111)B GaAs substrates (n ¼ 2� 1018 cm�3) by mole-
cular beam epitaxy. These substrates are misoriented
3� towards h111iA. For the three samples, the multiple
quantum well (MQW) region consists of 20 GaAs=
Al0:3Ga0:7As QWs with a barrier width LB ¼ 12 nm.
Samples I and II have a well width equal to L ¼ 15 nm,
whereas L ¼ 7:5 nm for sample III. In samples I
and III, these layers form a PIN device with the follo-
wing structure sequence [Fig. 1(a)]: n-substrate=500 nm
GaAs layer ðn ¼ 2� 1018 cm�3Þ=500 nm AlGaAs

ðn ¼ 2� 1018 cm�3Þ=100 nm nonintentionally doped
(nid) AlGaAs=MQW=100 nm nid AlGaAs=500 nm
p AlGaAs ðp ¼ 2� 1018 cm�3Þ=5 nm pþ GaAs (p ¼
1� 1019 cm�3). The bias is applied between the surface
p contact and the substrate back n contact. In sample II, the
n- and p-doped layers are reversed in the sequence and, in
addition, a 500 nm nid GaAs layer followed by a 100 nm
nid AlGaAs layer are grown just above the substrate. In this
NIP structure, the bias is applied between the unetched top
n contact and the chemically etched p contact. The built-in
electric field j E j in the PIN or NIP structure is about
20 kV=cm. Applying a reverse bias in these samples al-
lows us to tune the sign and amplitude of the Rashba (SIA)
spin splitting. The electric field in the MQW region is
determined from measurements of the quantum confined
Stark effect [34,35]. The samples are excited by circularly
polarized (�þ) 1.5 ps pulses generated by a mode-locked
Ti:sapphire laser with a repetition frequency of 80 MHz
(average power Pexc ¼ 10 mW, 50 �m diameter spot).
The laser excitation energy is set to 1.56 eV, i.e., above
the E1-LH1 quantum well transition. The E1-HH1 transi-
tion time-resolved PL is then recorded using a S1 photo-
cathode streak camera with an overall time resolution of
8 ps. The PL intensity of the E1-HH1 transition copolar-
ized (Iþ) and counterpolarized (I�) with the excitation
laser is then recorded and the PL circular polarization
degree is defined as Pc ¼ ðIþ � I�Þ=ðIþ þ I�Þ.
Figure 1(b) displays the PL circular polarization dynam-

ics Pc for different bias voltages V in sample I at
T ¼ 50 K. Let us recall that Pc probes directly the QW
electron spin dynamics in these nonresonant excitation
conditions [1,12] since (i) the hole spin relaxation time is
very fast (of the order of �h � 1 ps) and (ii) the exciton
spin relaxation time due to the electron-hole exchange
interaction is inefficient due to the short �h. We observe
in Fig. 1(b) a clear variation of the electron spin relaxation
time with V: the relaxation time decreases when the re-
verse bias increases, i.e., when the electrons in the quantum
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FIG. 1 (color online). (a) PIN GaAs=AlGaAs MQW structure.
E is positive when it points along the growth direction.
(b) Circular polarization dynamics for different reverse bias
voltages V for sample I (L ¼ 15 nm). Inset: Dependence of
the electron spin relaxation time with the electric field for
samples I and III (L ¼ 7:5 nm).
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wells feel a larger electric field E. This variation rules out a
possible role played by the exciton spin relaxation mecha-
nism (induced by the exchange interaction). Indeed, it was
shown that the application of an external electric field
when excitons are excited strictly resonantly yields an
increase of the polarization decay time due to the reduction
of the exchange interaction (weaker overlap between the
electron and hole wave functions) [35]. Thus, the results in
Fig. 1(b) demonstrate that the electron spin relaxation time
in (111) quantum wells can be tuned by the Rashba effect.
In the narrow MQW (L ¼ 7:5 nm, sample III), we see in
the inset of Fig. 1(b) that the electric field has almost no
effect on the spin relaxation compared to the one in
sample I as a consequence of the larger BIA splitting due
to the stronger hk2zi ¼ ð�=LÞ2 term. However, in these PIN
devices, it turns out that the Dresselhaus and Rashba �
vectors have the same direction and same sign. In other
words, these two contributions to the conduction band spin
splitting add up: � increases with E and the DP spin
relaxation time decreases with the reverse bias.

In order to check this assumption, we have measured the
electron spin dynamics in sample II where the applied
electric field direction is reversed with respect to the one
in sample I. In this case we expect to reduce the CB spin
splitting (the BIA and SIA terms will subtract to each other)
and as a consequence an increase of the electron spin
relaxation time with the applied reverse bias should be
observed. Figure 2(a) presents the variation of the electron
spin dynamics with the applied reverse bias in sample II
(NIP structure). A spectacular increase of the electron spin
relaxation time is observed when the electric field modulus
j E j increases. The dependence of the electron spin relaxa-
tion time �zs as a function of E is displayed in Fig. 2(b)
(circles): the electron spin relaxation time increases from
500 to�30 000 pswhen j E j varies from 20 to 55 kV=cm.
For j E j >50 kV=cm, the electron spin relaxation time
(�zs > 10 ns) becomes much longer than the carrier lifetime
so that it is difficult to measure it in time-resolved PL. For
larger j E j we expect that an efficient DP spin relaxation
should be switched on again because the spin splitting
would not be zero anymore [30]. The NIP device character-
istics did not allow us to test this prediction (55 kV=cm is
the maximum achievable electric field). Assuming that
E ¼ �55 kV=cm is close to the cancellation of the spin
splitting on the basis of the very long measured �zs, we can
extract fromEq. (4) the ratio between theDresselhaus� and
the Rashba � coefficients. We find �=� � 5� 1016 m�2.
No measurements were made before in (111) QW for com-
parison. Nevertheless, using themeasured� value in a (001)

QW with similar confinement energy ( j � j¼ 11 eV � �A3)
[36] gives a Rashba coefficient � ¼ 550� 10�15 eV �m,
which is in good agreement with the coefficient mea-
sured in a (110) MQW sample with an applied field of
60 kV=cm (� ¼ 500� 10�15 eV �m) [37]. These results
demonstrate that the electron spin relaxation time in

(111) quantum wells can be tuned with an applied electric
field thanks to the Rashba-induced variation of the CB spin
splitting.
Nevertheless, we have shown so far that only very long

electron relaxation times for spins which are oriented along
the [111] growth direction can be obtained with the reverse
bias in the NIP structure. We recall that in the optical spin
orientation experiments presented here, the photogener-
ated electron spin is parallel to the growth direction, which
is also the propagation direction of the excitation laser
beam [inset of Fig. 2(a)]. In order to test that the relaxation
time can also be controlled electrically for spins along the
x and y in-plane QW direction, which is the key feature of
(111) quantum wells, we have measured the electron spin
dynamics in a transverse magnetic field (Voigt configura-
tion). Following the circularly polarized laser excitation,
the electron spins will be first oriented along the z axis but
will then precess around the in-plane external magnetic
field. As a consequence, the electron spins should experi-
ence both in-plane and out-of plane spin relaxation
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FIG. 2 (color online). Sample II (NIP). (a) Electron spin
dynamics at T ¼ 50 K for different reverse voltages. Inset:
Schematic of the BIA (�BIA) and SIA (�SIA) precession
vectors in (111) GaAs quantum wells. S is the photogenerated
electron spin at t ¼ 0. (b) Dependence of the electron spin
relaxation times �zs (circles), �ys (triangles), �xs (squares), as a
function of the electric field. Inset: PL circular polarization
dynamics for Bx ¼ 0 and Bx ¼ 0:26 T (V ¼ �3:5 V, see ar-
row). The Pc dynamics for V ¼ 0 and Bx ¼ 0 is also displayed.

PRL 107, 136604 (2011) P HY S I CA L R EV I EW LE T T E R S
week ending

23 SEPTEMBER 2011

136604-3



processes. The inset of Fig. 2(b) depicts the PL circular
polarization dynamics for Bx ¼ 0 and Bx ¼ 0:26 T in
the NIP sample. In both cases, the same reverse bias
V ¼ �3:5 V is applied (the decay for V ¼ 0 V is also
displayed as a reference). For Bx ¼ 0, the average electron
spin direction is always oriented along the z direction;
we measure �zs ¼ 1630 ps (compared to �zs ¼ 490 ps at
V ¼ 0 V). For Bx ¼ 0:26 T, we observe the expected os-
cillations as a result of the electron spin Larmor precession
around the external magnetic field Bx. The Larmor pre-
cession period yields the measured electron spin Landé
factor j g j¼ 0:22 [38]. The striking feature here is that the
circular polarization decay time in the presence of the
external transverse magnetic field is almost the same as
the one for Bx ¼ 0. Similar results have been obtained
for different Bx in the 0.26–0.7 T range. We measure
a spin relaxation time ð1=�zs þ 1=�ysÞ=2 which yields
�ys ¼ 1530	 300 ps. We have performed the same experi-
ment for an applied magnetic field along the y direction,
which gives �xs ¼ 1830	 300 ps.

The large increase of �xs and �
y
s observed as a function of

j E j [see Fig. 2(b)] demonstrates that the DP spin relaxa-
tion time in (111) quantum wells can not only be controlled
electrically for the Sz electron spin component but also for
both Sx and Sy. These results contrast drastically with the

(001) and (110) quantum wells [22–24,27,29].
Nevertheless, we observe in Fig. 2(b) that the in-plane

spin relaxation times are shorter than the out-of plane ones
for the large applied electric fields (j E j
 50 kV=cm).
When both Rashba and Dresselhaus terms have similar
amplitudes at a nonzero temperature, we believe that the
main reason for a large spin relaxation anisotropy is due to
the cubic Dresselhaus term which has been neglected in
Eq. (2c). Taking into account this nonlinear term, the total
CB spin splitting is determined by [30–32]:

� ¼ �BIA þ�SIA

�

8>>>>>><
>>>>>>:

�xðkkÞ ¼ 1
@

�
�ffiffi
3

p
�
2hk2zi � k2k

2

�
þ aE

�
ky

�yðkkÞ ¼ � 1
@

�
�ffiffi
3

p
�
2hk2zi � k2k

2

�
þ aE

�
kx

�zðkkÞ ¼ 1
@

�
3k2xky�k3yffiffi

6
p

�
:

(5)

This equation shows that for a given k the strict compen-
sation of the Rashba and Dresselhaus terms can only occur
for the in-plane components�x and�y. As a consequence,

electron spins oriented along the z axis will have longer
spin relaxation times compared to the ones oriented in the
plane since the latter will precess around a nonzero vector
�, which is orthogonal to the QW plane [32]. Moreover
Eq. (5) demonstrates that the compensation cannot strictly
occur simultaneously for a large range of electron wave
vectors. When the temperature increases, higher k states
are populated where the cubic Dresselhaus term plays a

larger role [31]. Despite this nonlinear Dresselhaus term,
we observed a clear control of the SO spin splitting in the
15 nm MQWat high temperature. A factor of 5 increase of
the spin relaxation time �zs is still observed when the bias
varies from 0 to �3 V at T ¼ 150 K (close to the ratio
observed at T ¼ 50 K). Above 150 K, it was not possible
to separate the Stark-shifted QW and the bulk GaAs lumi-
nescence, which prevented us from getting room tempera-
ture data. For larger quantum wells at high temperature,
one also has to consider other spin relaxation mechanisms
due to the scattering of electrons between different QW
subbands [27,39]. We emphasize that the tuning or sup-
pression of the DP electron spin relaxation demonstrated
here for GaAs=AlGaAs quantum wells is also possible in
many other III-V and II-VI zinc-blende nanostructures
since the principle relies only on symmetry considerations.
Spin transport of electrons over long distances even at
elevated temperature could, in principle, be demonstrated
using these (111) engineered QW [40–42]. The control of
the built-in piezoelectric field in a strained (111) InGaAs
quantum well could also permit one to reduce significantly
the DP spin relaxation even in the absence of an applied
external field. This would open new perspectives for spin
manipulation and control in solid state systems.
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