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We observe solitonic vortices in an atomic Bose-Einstein condensate (BEC) after free expansion. Clear
signatures of the nature of such defects are the twisted planar density depletion around the vortex line,
observed in absorption images, and the double dislocation in the interference pattern obtained through
homodyne techniques. Both methods allow us to determine the sign of the quantized circulation.
Experimental observations agree with numerical simulations. These solitonic vortices are the decay product
of phase defects of the BEC order parameter spontaneously created after a rapid quench across the BEC
transition in a cigar-shaped harmonic trap and are shown to have a very long lifetime.
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In a recent experiment [1], we reported on the observa-
tion of defects in a Bose-Einstein condensate (BEC) after
rapid quench across the BEC transition. Those defects
showed a planar structure, as expected for gray solitons
spontaneously created via the Kibble-Zurek mechanism
(KZM) [2,3] in an elongated cigar-shaped condensate [4],
but with a surprisingly long lifetime compared to the one
predicted for this type of excitations [5]. Long living
solitonic structures were also observed in superfluid
Fermi gases [6]. Motivated by these facts, we decided to
set up a new protocol for the observation of defects in our
BEC in order to better characterize their density and phase
structure. In this way, we unambiguously identify them as
solitonic vortices, which are likely the remnants of the
decay processes of gray solitons. These topological defects
were predicted more than a decade ago [7,8]. Indirect
evidences were recently reported in [9], by looking at
collisions between defects produced by phase imprinting
techniques. Observations of solitonic vortices were
reported also in superfluid Fermi gases in [10] by using
a tomographic imaging technique and by tracking the in-
trap oscillations of the associated density depletion. Our
results are timely and interesting in view of the ongoing
discussions on the nature and the dynamical evolution of
vortices, vortex rings, and solitons in bosonic [9,11] and
fermionic [10,12–14] gases and for their implications in
studies of superfluidity and quantum turbulence in a wider
context that includes superfluid helium, neutron stars,
polariton condensates, and cosmological models.
The experimental apparatus is described in [15]. As in

[1], we produce ultracold sodium samples confined in a
harmonic axisymmetric magnetic trap with frequencies
ωx=2π ¼ 13 Hz and ω⊥=2π ¼ 131 Hz (ωy ¼ ωz ¼ ω⊥).
The weak axis of the trap lies along the x direction, in the
horizontal plane. We perform rf-forced evaporative cooling
using linear ramps across the BEC transition with variable

rate. Sufficiently fast ramps induce a temperature quench in
the atomic gas triggering the KZM. We choose a quenching
ramp of 320 kHz=s for the data reported in this Letter, in
order to produce about one or two defects on average. At
the transition (T ≃ 700 nK) the system contains about
2.5 × 107 atoms, leading to cigar-shaped condensates of
1.0 × 107 atoms with negligible thermal component after
further evaporation and a chemical potential μexp ¼
kBð170 nKÞ ¼ 27ℏω⊥. Atoms are released from the trap
and let expand in the presence of a vertical magnetic field
gradient to compensate for gravity. A long time of flight can
then be achieved to clearly observe the defect structure in
the condensate, without optical density saturation.
Figures 1(a)–1(b) show two typical examples of simul-

taneous triaxial absorption imaging after a time of flight
tTOF ¼ 120 ms. The expanded condensate has an oblate
ellipsoidal shape. For each of the two condensates we
report standard absorption imaging along two radial direc-
tions y and z, and also the residuals of the axial absorption
imaging, after the removal of fitting Thomas-Fermi density
profile. Clear vortex lines are visible from the axial
direction. The contrast of the vortex lines is low; thus,
digital filtering of the images was performed to enhance the
visibility of the defects. The anisotropy in the radial
confinement is negligible (< 10−4), preventing any pref-
erential vortex line orientation in the yz plane. In Fig. 1 we
report two selected images of condensates with a vortical
line aligned along y and compare them to a theoretical
simulation [Fig. 1(c)]; more images are given in the
Supplemental Material [16]. In general, any time we see
a vortex line from the axial direction we also detect a stripe
when looking from both radial directions. This is the first
signature of the solitonic nature of the defect. A vortex
aligned along the symmetry axis of a cylindrically sym-
metric trap would exhibit a phase ϕ of the order parameter
linearly growing from 0 to 2π around the axis and both the
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density profile and the velocity field would be isotropic
[Fig. 2(a)]. Conversely, if the vortex is oriented along the
radial direction of an elongated trap, as in our case, the
equiphase surfaces, which originate from the vortex and
must be orthogonal to the condensate outer surface, are
forced to bend and to gather in the short radial direction
[Fig. 2(b)]. The phase gradient is then concentrated in a
planar region whose width is much smaller than the axial
length of the condensate. The high phase gradient corre-
sponds to a high atomic velocity field and the system tends
to reduce its energy by depleting the density in the plane.
The resulting structure is a solitonic vortex [7,8]. Far from
the density depleted region the phase pattern is similar to
that of a gray soliton [Fig. 2(c)], the two sides of the
condensate having different phases (Δϕ ¼ π in the case of
a stationary solitonic vortex and a dark soliton). A key
difference is that in a soliton the phase gradient is the same

in the whole nodal plane, while in a solitonic vortex it has
opposite sign in the two half planes separated by the vortex
line. A consequence is that, if a condensate containing a
soliton is released from the trap, the overall density
structure is preserved, while in the case of a solitonic
vortex the asymmetric flow induces the two density
depleted sides to twist in opposite directions. From the
standard definition of superfluid velocity, v ¼ ðℏ=mÞ∇ϕ, it
follows that the atomic flux is oriented towards increasing
phases; hence, the depleted regions move in the opposite
direction. If at least one extreme of the vortex line is
oriented along y or z a remarkable structure appears (see
Fig. 1): a solitonic plane twisted around a hollow vortex
core. Such a feature was already clearly visible in [1]. The
sign of a vortex, which was previously observed exciting
collective modes [17], following the vortex core precession
[18,19], or using interferometric techniques [20], is here
extracted from the twist orientation in single absorption
images.
We compare our observations with the solution

of the Gross-Pitaevskii (GP) equation iℏ∂tψ ¼ − ℏ2
2m∇2ψþ

1
2
mω2

xðx2 þ α2r2Þψ þ gjψ j2ψ , where α ¼ ω⊥=ωx and g ¼
4πℏ2as=m with as being the scattering length. The trapped
stationary state is obtained by means of an imaginary time
evolution of the GP equation, where the phase pattern of a
solitonic vortex is initially imprinted [7,8,21]. This state is
then used as the initial condition for the simulation of the
free expansion. In order to speed up the simulation time and
make the calculation feasible also for long expansions, we
dynamically rescale the GP equation by means of the
Thomas-Fermi scaling ansatz in the transverse direction
[22–28]. A typical result is shown in Fig. 1(c) for a three-
dimensional (3D) simulation of a condensate expanding for
120 ms with ω⊥ ¼ 10ωx and μtheo ¼ 10ℏω⊥. The expand-
ing solitonic vortex clearly develops a planar density

(a) (b) (c)

FIG. 1 (color online). Integrated triaxial density distribution of a BEC after a time of flight of 120 ms in presence of a solitonic vortex
aligned along y. For each condensate we report absorption images along the two radial directions, horizontal y (left) and vertical z (top),
and the residuals of axial (x) imaging after subtracting the Thomas-Fermi profile fit. (a)–(b) Experimental snapshots of two condensates
with opposite circulation. (c) Theoretical 3D calculation with clockwise circulation and a μtheo ≃ μexp=3 (white noise has been added in
order to better compare the theoretical calculation to the experimental results). Arrows indicate the atomic flow. Other examples of
solitonic vortices with different orientation and shape can be seen in the Supplemental Material [16].

π

π

(a)

(b)

(c)

FIG. 2 (color online). Theoretical solutions of in situ density
and phase profiles for (a) a vortex aligned along the axis of an
axially symmetric potential, a solitonic vortex (b) and a soliton
(c) oriented perpendicularly to the axis of an elongated axially
symmetric trap. Arrows indicate the atomic flow.
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depletion, which twists near the vortex core due to the
phase gradient, in qualitative agreement with the exper-
imental data in Figs. 1(a)–1(b). The width of the depletion
region in the simulation is larger, since the chemical
potential is about 1=3 of the experimental one and the
corresponding value of the healing length of the condensate
is larger [29]. We notice that the solitonic plane twists
during the expansion, but the twist displacement saturates
when the mean-field interaction lowers and the expansion
proceeds in a ballistic way. We tested this mechanism also
by comparing simulations in two and three dimensions and
seeing that in two dimensions the twist is more pronounced
and lasts longer [16]. This is consistent with the fact that in
three dimensions the density decreases faster than in two
dimensions as it expands also in the third dimension, and,
hence, the system enters the ballistic regime earlier.
In order to prove the quantized vorticity of the observed

defects, we implement a matter wave interferometer
[20,30,31] [see Fig. 3(a)]. The presence of vorticity appears
as a dislocation in the fringe pattern in a heterodyne
interferometer [31], while in the case of homodyne detec-
tion a single vortex gives rise to a pair of dislocations with
opposite orientations [20]. Our interferometer is based on
homodyne detection: the original condensate is coherently
split in two clouds using coherent Bragg pulses as in [32].
Two off-resonant laser beams, whose relative detuning is
set by acousto-optics modulators, impinge on atoms with a
relative angle of about 110°. They propagate in the xz plane
and are both linearly polarized along y. An optimal
detuning of 67 kHz is needed to excite the first-order

Bragg process. Half population transfer (π=2 pulse) is
obtained with an intensity of 12 mW=cm2 on each beam
and a pulse duration of 8 μs. The interferometer is an open-
type ðπ=2 − π=2Þ one. A first Bragg pulse coherently splits
the initial wave function in two, creating a traveling copy
along the direction of the exchanged momentum. The first
pulse is applied at t1 ¼ 20 ms after the release from the
trap. In-trap atomic density is too high and interaction
effects between the copies would dominate in the case of
smaller t1. The second Bragg pulse is applied t2 ¼ 1.5 ms
after the first one, when the two copies of the condensate
are separated by d ≈ 72 μm. After the second pulse four
equally populated copies of the original wave function are
present, two of them are at rest, whereas the others travel at
the Bragg velocity (4.8 cm=s). We image the resulting
atomic distribution after t3 ¼ 98.5 ms, corresponding to a
total expansion time tTOF ¼ 120 ms. Copies with different
velocities become well separated in space, while those with
the same velocity spatially overlap and show interference
patterns in the density profile. The fringe spacing is given
by λ ¼ ht3=md ≈ 25 μm. Figures 3(b)–3(c) show the two
outputs of the Bragg interferometer obtained in the pres-
ence of a solitonic vortex with clockwise circulation. The
hollow vortex core and the associated twist is best visible in
output A. In correspondence to the vortex core a dislocation
in the interferometric fringes appears [see enlargement in
Figs. 3(d)–3(e)] together with its opposite counterpart,
shifted towards the bottom right because of the momentum
transfer given by the geometrical Bragg beam setting. In
Fig. 3(f) a 2D numerical calculation is reported for

(a)

(b) (c)
(d)

(g) (h) (i)

(j)

(k)

(e)

(f)

FIG. 3 (color online). (a) Time sequence for the two-pulse Bragg interferometer. After t1 from the atoms release a first π=2 Bragg pulse
splits the condensate in two parts, one at rest and the other moving at the Bragg velocity. After t2 a second pulse further splits each
condensate and imaging after a long t3 allows for the separation of the two outputs and for the creation of the interference pattern.
(b)–(c) Experimental images of the two interferometer outputs in the presence of a vortex with clockwise circulation. (d) Enlargement on
the interference pattern showing the dislocation-antidislocation pair and a guide to the eye (e) sketching the interference pattern. (f) 2D
numerical simulation of the experiment. (g)–(k) The same, but for an antivortex with counterclockwise circulation.
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comparison. Figures 3(g)–3(k) report the opposite case of a
solitonic antivortex, with counterclockwise circulation.
These observations confirm that the defects observed in
Fig. 1 are solitonic vortices and also demonstrate the
possibility of directly measuring the circulation sign from
the density profile after expansion.
In light of these results we can better understand the long

lifetime of the defects we observed in our previous work
[1]. Assuming that planar solitons are most likely created in
the elongated trap via the KZM during the rapid quench
through the BEC transition, they may quickly decay due to
a snaking instability. On the basis of GP simulations [9,33]
and analytic results in the hydrodynamic regime [34,35],
one can roughly estimate the time scale of this decay
process in our geometry to range from a few ms to a few
tens of ms for solitons with randomly distributed initial
phase and amplitude fluctuations. As described in the GP
simulations of Ref. [9], the first stage of the decay can be a
vortex ring, subsequently evolving into a solitonic vortex,
which has lower energy [7,8] and whose lifetime is much
longer, being topologically protected.
In order to test this decay mechanism we probe our

system close to the BEC transition, by interrupting the rf-
evaporation ramp before its end, and we count the number
of defects with a procedure similar to the one used in [1]. In
Fig. 4(b) we give the average number of total defects
(squares) found in each condensate as a function of the time
after the occurrence of the BEC transition. On the same
graph we also show the number of defects that we can
safely identify as solitonic vortices (dotted circles) (i.e.,
those exhibiting a vortex line and/or a twist in the density
dip). We also plot the ratio [Fig. 4(c)] between the average
solitonic vortices and average total defects. Each point
corresponds to the average over 20 images taken at a
precise time during the evaporation ramp (left) or after a
given waiting time following the end of the ramp (right).
Two data sets are shown, corresponding to different final
points of the evaporation ramp, as sketched in Fig. 4(a).
Blue points (solid) are obtained by ramping down the
temperature T to low values, beyond our resolution,
whereas red points (dashed) correspond to stopping evapo-
ration shortly after the onset of condensation. The two data
sets exhibit a similar trend, demonstrating that the initial
fast variation of the defect number is scarcely dependent on
the temperature (cooling) effect. We observe a decrease of
the average number of defects with a decay time of about
τ ¼ 90 ms. Within the same time scale, the fraction of
defects identified as solitonic vortices grows from 0 to
almost 1. Even though this growth can be partially
attributed to an increase of the signal-to-noise ratio when
moving away from the transition, the observed trend seems
to be fully consistent with the presence of a decay channel
of the defects created at the transition into solitonic
vortices, some of them remaining in the condensates for
many seconds [36]. It is worth mentioning that several

times we also observe pairs of vortex-antivortex lines [16]
that are likely the two branches of a vortex ring developing
into a solitonic vortex as predicted in [9,11,13].
To conclude, we reported on the experimental observa-

tions of solitonic vortices in a BEC of sodium atoms. We
provide a full 3D imaging after free expansion, showing
vortex filaments, vortex cores, and twisted planar density
depletions, as well as images of the phase dislocations
associated with the quantized vorticity. We show how to
distinguish vortices from antivortices by looking at the
expanded density distribution and we finally provide
quantitative data supporting the idea that solitonic vortices
are likely the remnants of the snaking instability of gray
solitons in elongated condensates. This work may serve as
a basis for a systematic investigation of topological defects
and solitons in quantum gases with variable geometry, from
highly elongated quasi-1D to strongly oblate quasi-2D
shapes.
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FIG. 4 (color online). (a) Sketch of the evaporation ramp.
(b) Number of total defects (squares) and of solitonic vortices
(dotted circles) measured on average at different times during and
after the evaporation ramp. Blue (solid) and red (dashed) points
correspond to data sets with different final evaporation frequen-
cies. Error bars are evaluated as
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, where σ is the
standard deviation of the average counts and Nm the number of
measurements. (c) Ratio between averaged counted solitonic
vortices and total defects.
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