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We report a nearly ideal quantum anomalous Hall effect in a three-dimensional topological insulator thin
film with ferromagnetic doping. Near zero applied magnetic field we measure exact quantization
in the Hall resistance to within a part per 10 000 and a longitudinal resistivity under 1 Ω per square,
with chiral edge transport explicitly confirmed by nonlocal measurements. Deviations from this behavior
are found to be caused by thermally activated carriers, as indicated by an Arrhenius law temperature
dependence. Using the deviations as a thermometer, we demonstrate an unexpected magnetocaloric effect
and use it to reach near-perfect quantization by cooling the sample below the dilution refrigerator base
temperature in a process approximating adiabatic demagnetization refrigeration.
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The discovery of the quantum Hall effect (QHE) [1,2]
led to a new understanding of electronic behavior in which
topology plays a central role [3,4]. Initially, the critical
experimental observation was the precise quantization of
the Hall resistance to integer divisions of h=e2, where h is
Planck’s constant and e is the electron charge. This quan-
tization, immune to sample-specific disorder, now forms the
basis for a metrological standard [5]. A complementary
feature—zero longitudinal resistance, reflecting resistance-
less transport along sample edges—could also have tech-
nological applications, were it not for the demanding
environmental requirements for achieving the QHE: a large
magnetic field to break time-reversal symmetry and, in
most cases, cryogenic temperatures. Ideas for producing a
similar phenomenology without an external magnetic field
have long been considered [6], often involving the interplay
of symmetry and topology in new material systems.
In the past decade, topological insulators (TIs) have

emerged as a promising approach. In both two-dimensional
[7–9] and three-dimensional [10–14] forms, conduction in
TIs is restricted to topologically protected boundary states.
In the 3D case, the presence of ferromagnetic exchange can
break time-reversal symmetry, opening a gap in the other-
wise Dirac-like surface states [15–17]. But topology adds
a twist: even a uniformly magnetized sample will have,
relative to the normal vector of the surface, a domain
boundary where the magnetization switches from inward to
outward. Along this line the gap should close, restoring
conduction [16]. In a thin film geometry in which the easy
axis of the magnetism is out of the plane, confinement
along the sample side wall should ensure conduction is one
dimensional while the surface gradient of the magnetism
restricts it to only one direction, leading to ballistic, chiral
transport. In a Hall bar geometry, this would be observed

as the quantum anomalous Hall effect (QAHE), with
a zero longitudinal resistance and a transverse resistance
quantized to h=ne2, where n is typically �1 but can in
principle be a higher integer given sufficiently strong
exchange [18].
Experimental realization of the QAHE has been swift.

Doping films of the ternary TI family ðBi; SbÞ2Te3 with
Mn or Cr was found to produce robust out-of-plane ferro-
magnetism and a large anomalous Hall effect in transport
[19–21]. Further growth optimization and chemical potential
manipulation led to the recent achievement of the full
quantized effect [22–24], albeit at dilution refrigerator
temperatures. In two cases [22,24], an applied magnetic
field was necessary to decrease the longitudinal resistivity,
presumably to eliminate other conduction channels. The
possibilities for these channels include nonchiral edgemodes
[25], variable-range hopping, or band transport of thermally
populated 2D surface or 3D bulk carriers. In contrast, the
device measured in Kou et al. [23] demonstrates its lowest
longitudinal resistance near zero applied field.
In this Letter, we study the QAHE in this regime using

material from the same growth, demonstrating the hall-
marks of the effect: a vanishing longitudinal resistance, a
precisely quantized Hall resistance that switches sign with
magnetization, and direct confirmation of edge transport,
all in the absence of an applied field. Where deviations from
this ideal behavior occur, we attribute them to thermally
activated carriers whose presence can be fortuitously con-
trolled by demagnetization cooling of some other magnetic
system in the sample. The material is ten quintuple layers of
ðCr0.12Bi0.26Sb0.62Þ2Te3 grown via molecular beam epitaxy
and capped with alumina on a semi-insulating GaAs sub-
strate. To avoid possible doping of the film through litho-
graphic processing, followingRef. [22] we use a sharpmetal
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tip to scratch the film into a Hall bar shape, and form
Ohmic contacts by placing indium metal onto each terminal.
The region between the voltage leads is 1.1 mm long and
0.45 mm wide [Fig. 1(a)]. Four-terminal resistances are
measured via standard lock-in amplifier techniques [26] with
the sample in a dilution refrigerator with its mixing chamber
cooled to 38mK.We calibrate the aggregate amplifier gain of
the setup using a conventional ν ¼ 1 quantumHall plateau on
a separate high-mobility graphene sample [26].
At base temperature we reproduce the ferromagnetic

hysteresis loop measured by the anomalous Hall effect in
Kou et al. [23] [Fig. 1(b)]. The sign of the transverse (Hall)
resistivity ρyx reflects the device’s magnetization direction
Mz, which we can set to positive (“þ1”) or negative (“−1”)
by applying a field μ0H with a magnitude greater than the
125 mT coercive field. As we sweep H toward zero, ρyx
reaches its quantized value �h=e2 ≈�25; 813 Ω while the
longitudinal resistivity ρxx decreases precipitously (as low

as 15 Ω). After crossing zero field, ρxx increases to a
few kilohms before spiking higher at the coercive field as
ρyx changes sign. Both measurements settle toward their
quantized values as jHj increases, but only reach full
quantization on the return arm of the hysteresis loop, again
just before zero field.
Although the resistivity tensor takes on the expected

values, the hysteresis loop does not directly verify that edge
conduction dominates in this regime. Nonlocal measure-
ment configurations, such as that shown schematically in
Fig. 1(c), are one way to establish this [35]. In the limit
of chiral, ballistic edge transport, the chemical potential
along the chirality direction only changes at leads that act as
current sources or drains, as prescribed by the Landauer-
Büttiker formalism [36] and demonstrated in the QHE [37]
(though not explicitly, to date, in the QAHE). For example,
while flowing current between adjacent contacts (labeled 1
and 6), the remaining four contacts shouldmaintain the same
voltage as either the current source or drain, depending on
whether the QAHE chirality is clockwise or counterclock-
wise, respectively. In Fig. 1(c) we measure the voltage drop
from a contact on the opposite side of the device (contact 3)
to the drain (contact 6), and plot the resulting three-terminal
resistance R16;36 compared to the two-terminal value R16;16.
At negative magnetization (left panel), corresponding to
clockwise equilibration, both quantities approach the bal-
listic value h=e2, indicating that contact 3 is nearly equili-
bratedwith the source. At the oppositemagnetization, where
voltages are propagated counterclockwise (right panel),
R16;16 approaches h=e2 while R16;36 approaches zero due
to the equilibration of contact 3 with the drain. Near zero
field, the deviations from idealized behavior (in all cases
under 200 Ω) likely reflect contact resistances and possibly
the presence of extra dissipative helical edge modes [25].
Using one of the remaining contacts in the role of contact
3 results in the same behavior [26].
Returning to four-terminal measurements, we find that

the best quantization can be obtained by maintaining the
film’s magnetization (i.e., keeping jμ0Hj smaller than the
coercive field) but following the “hysteresis loops” shown
in Fig. 2(a). Starting from any combination of magnetiza-
tion and field polarity, sweeping H toward zero suppresses
the longitudinal conductivity σxx ¼ ρxx=ðρ2xx þ ρ2yxÞ to as
low as 0.0003e2=h while the transverse conductivity
σxy ¼ ρyx=ðρ2xx þ ρ2yxÞ remains quantized to within 0.01%
of e2=h. Passing through zero and then increasing jHj
destroys this quantization, which we can recover by waiting
at constant field for 80 min and then sweeping back
toward zero.
These reported conductivity values have undergone one

correction for imperfect device geometry. Uneven spacing
between the voltage probes of the Hall bar can add a
small component of ρxx to themeasured value of ρyx. (In non-
magnetic samples, this is conventionally corrected by anti-
symmetrizing ρyx about zero field.) In a parametric plot of
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FIG. 1 (color online). Device demonstrating quantum anoma-
lous Hall effect. (a) Photograph of 10-nm-thick film of
ðCr0.12Bi0.26Sb0.62Þ2Te3 on a GaAs substrate, scratched by hand
into a Hall bar shape, with indium metal Ohmic contacts.
Schematic measurement setup included. (b) Longitudinal resis-
tivity ρxx and transverse resistivity ρyx of the device at base
temperature as a function of the applied magnetic field μ0H in
each sweep direction, forming a ferromagnetic hysteresis loop.
As the field approaches zero from either starting point, ρyx
reaches its quantized value h=e2 and ρxx approaches zero.
(c) Nonlocal and two-terminal measurements verifying edge-
dominated transport. The insets show the measurements per-
formed and chirality at each magnetization.
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the resistivity data from the same hysteresis loops [Fig. 2(b)],
with jρyxj along the y axis and ρxx along the x axis, we
observe an asymmetry between the two magnetizations.
Each branch deviates from a parabolic arc (the expected
leading order contribution), with the size of the deviation
explicitly verified to grow linearly with ρxx with a coefficient
of 2% [Fig. 2(b), inset]. By taking field sweeps at T ¼ 40 K,
above the film’s Curie temperature [23], we obtain an
independent but matching measure of this geometric mixing
coefficient, which is also verified by a numerical Poisson
simulation of current flow [26]. After removing the ρxx
component from ρyx the data nearly collapse onto a single
curve [Fig. 2(c)]. In the vicinity of vanishing ρxx, the
parametric plot after this correction demonstrates quantiza-
tion of ρyx to within �3 Ω [Fig. 2(c), inset].
The system stays on this curve in resistivity space, even

during the wait times when ρxx falls, suggesting that the
position along the arc is determined by some parameter
other than the magnetization or applied field. The temper-
ature is an obvious possibility. We extend the relationship
by warming the sample above 100 mK, inducing a large
longitudinal conductivity that becomes comparable to e2=h
by 750 mK (Fig. 3). The trajectory of the QAHE in
conductivity space during this process has been studied
previously, and found to obey the same symmetry laws and

renormalization group properties as the QHE [24]. We find
reasonable qualitative agreement with calculated [38]
renormalization group flow lines (Fig. 3, gray lines).
To obtain a functional form of the temperature depend-

ence, we plot σxx versus reciprocal temperature (Fig. 3,
inset). Such plots, useful for identifying conduction that is
thermally activated over an energy barrier, are commonly
used in quantum Hall systems to extract gap sizes [2].
Here, an Arrhenius (exponential) fit holds down to 60 mK,
suggesting that the nonzero σxx represents carriers thermally
activated into a surface band.We emphasize that this is not a
direct measurement of the size of the exchange gap: with no
gate electrode, the chemical potential cannot be tuned to the
middle of the surface gap. Furthermore, the fit continues to
work well above the extracted energy scale, where describ-
ing thermal activation requires use of the Fermi-Dirac
distribution as well as knowledge of the system’s density
of states and mobility as a function of energy [26]. Still, the
data show some form of exponential activation suggesting
that the nearest band edge is 17 μeV away, as indicated by a
200 mK characteristic temperature in the Arrhenius fit.
At the lowest temperatures, a sample’s electron temper-

ature can diverge from the cryostat’s base temperature
(here, that of the mixing chamber plate). In fact, the wide
variation of σxx in Fig. 2(a) indicates that the temperature
may be changing substantially during a hysteresis loop:
decreasing as the applied field is swept toward zero, and
increasing once the field changes sign and is swept away
from zero. We hypothesize that this magnetocaloric effect
arises from the demagnetization and remagnetization of
some spin system in thermal contact with the sample’s
electrons. The entropy of these spins can have a large
dependence on the magnetic field: if the field’s magnitude
is decreased while the spins are held at constant temper-
ature, then entropy increases as they depolarize. If, instead,

FIG. 3 (color online). Temperature dependence implying pos-
sible thermal activation. Parametric plot of σxx versus σyx at each
magnetization while increasing temperature, with calculated
renormalization group flow lines shown in gray. Inset: an
Arrhenius plot of σxx as a function of inverse temperature,
showing roughly exponential dependence. The implied energy
scale of the fit is 17 μeV, or 200 mK.

FIG. 2 (color online). Precise quantization near zero
applied field. (a) Longitudinal and transverse conductivities in
hysteresis loops over field ranges smaller than the coercive
field so as to maintain the starting magnetization Mz. When
approaching zero field from either starting point, σxy ¼ e2=h
to 0.01% precision while σxx reaches as low as 0.0002e2=h.
(b),(c) Resistivities measured during the hysteresis loops, plotted
parametrically, both before (b) and after (c) performing a
correction for geometry. The inset of (b) shows the linear
deviation of the two magnetization branches from a parabolic
line, resulting from uneven spacing of the leads. The inset of (c)
shows a close-up of the corrected resistivity data, with ρyx
quantized to h=e2 within 3 Ω whenever ρxx < 200 Ω.
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the combined system of electrons and spins is relatively
isolated so that total entropy is maintained, its temperature
will decrease as the field approaches zero [39].
(Conversely, increasing the field magnitude will lead to
sample heating.) This is the principle behind adiabatic
demagnetization refrigeration.
To check the reasonability of this hypothesis, we

extrapolate the fit in Fig. 3 down to lower temperatures
and apply it to the conductance data in Fig. 2(a) to obtain
the approximate sample temperature during a hysteresis
loop. The result [Fig. 4(a)] implies that the electron
temperature after an 80-min wait at a constant field
approaches the mixing chamber thermometer reading
∼40 mK. In downward field sweeps the sample drops
below 30 mK, substantially below the refrigerator temper-
ature, and in upward sweeps it exceeds 90 mK. (There are

also smaller features, presumably heating events, around
jμ0Hj ¼ 0 and 20 mT with unknown origins [26].)
We also test that the sample reequilibrates with the

cryostat between field steps. While sweeping μ0H from
negative to positive, we stop for 5 min every 5 mT to allow
for partial equilibration. In a field region where H is
negative and its magnitude is decreasing [Fig. 4(b), top
panel], σxx decreases during the field step and then creeps
back up during the wait time, demonstrating that the field
step has cooled the sample below the cryostat temperature.
At positive H the opposite occurs [Fig. 4(b), middle panel]
due to the now-warming effect of the field step. The pattern
does not change after passing the coercive field and
switching the film’s magnetization [Fig. 4(b), bottom
panel], indicating that only the polarity of the applied field
matters, which in turn suggests that the system responsible
for these temperature variations is distinct from the ferro-
magnetism measured in transport.
Although the exact identity of the system responsible

for this magnetocaloric effect is otherwise unclear, a naive
model of a paramagnet exchanging heat with the electrons
qualitatively fits the shape of the temperature variation
during demagnetization and suggests a Landé g factor of
∼0.15 [26]. We further believe it to be specific to and
collocated with the TI sample: the refrigerator’s thermom-
etry shows minimal change during the hysteresis loop and,
if we pause the loop during demagnetization, σxx can remain
below its equilibrium value for hours. Both details suggest
that the TI surface andmagnetic system are nearly thermally
isolated from the cryostat when driven to their lowest
temperatures. Further speculation on the origin of the effect,
which has not been observed in materials from other
sources, can be found in the Supplemental Material [26].
If we wish to minimize ρxx or improve the quantization

of σxy, an analogy to the traditional adiabatic demagnetiza-
tion cycle is useful. A slow increase in the field’s magnitude
followed by a long wait, allowing maximal thermal equili-
bration along the way, approximates an isothermal mag-
netization step. Then, a fast decrease in the field magnitude
(though not so fast that the heat load from the magnet sweep
becomes relevant), produces adiabatic demagnetization.
We plot ρxx, σxy, and the inferred temperature during this
process in Fig. 4(c). Indeed, we drive ρxx to as low as 2 Ω
(σxx < 0.0001e2=h) and the temperature to 25 mK, with
excellent quantization in σxy along the way. We also include
a long wait at the end, demonstrating the long time scale for
reequilibration of ρxx. Modifying this process to end at a
small nonzero applied field,we can evendriveρxx below1 Ω
[26]. In future studies, adding a gate electrode to optimize
the position of the chemical potential in the gap may yield
a completely vanishing longitudinal resistance.

Sample preparation, measurements, and analysis were
supported by the U.S. Department of Energy, Office of
Science, Basic Energy Sciences, under Award No. 19-7503.
Materials growth, surface characterization, preliminary elec-
trical characterization, and electronic instrumentation were

FIG. 4 (color online). Evidence for demagnetization cooling.
(a) Inferred temperature of the TI film, extrapolated using the
temperature fit in Fig. 3, during the hysteresis loop in Fig. 2(a).
After a long wait, the temperature approaches the fridge ther-
mometer reading ∼40 mK, whereas sweeping jHj down drives
the temperature below 30 mK and sweeping jHj up drives it
above 90 mK. (b) Effect of upward field sweep on σxx in three
field and polarity regions, consistent with the demagnetization
hypothesis. When H < 0 (decreasing jHj), σxx decreases when
the field changes and creeps back up during a 5-min wait. When
H > 0 (increasing jHj), the opposite occurs regardless of
magnetization. (c) A rudimentary demagnetization cycle, involv-
ing a slow field sweep to magnetize and a fast field sweep to zero
to perform demagnetization cooling. Plotted during this cycle are
the inferred temperature, ρxx (now dropping below 2 Ω), and σxy,
which remains within 0.01% of e2=h during the last three stages.
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Note added.—Recently, we became aware of work by
Chang et al. that reports a similar degree of quantization in
V-doped BiSbTe2 [40].
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