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Analyzing the dynamics of a vibrated bidimensional packing of bidisperse granular disks below
jamming, we provide evidence of a Gardner phase deep into the glass phase. To do so, we perform several
compression cycles within a given realization of the same glass and show that the particles select different
average vibrational positions at each cycle, while the neighborhood structure remains unchanged. The
separation between the cages obtained for different compression cycles plateaus with an increasing packing
fraction, while the mean square displacement steadily decreases. This phenomenology is strikingly similar
to that reported in recent numerical observations when entering the Gardner phase, for a mean-field model
of glass as well as for hard spheres in finite dimension. We also characterize the distribution of the cage
order parameters. Here we note several differences from the numerical results, which could be attributed to
activated processes and cage heterogeneities.
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The constituent particles of a glass are caged by their
neighbors and thus cannot relax density fluctuations [1].
This is also true for hard particles under compression [2,3].
The associated slowing down of the dynamics is related
to a complex free energy landscape with multiple
glass states [4,5]. This picture is, however, too simple to
describe the complex aging properties of glasses [6,7] as
well as the observation of dynamical heterogeneities in
low-temperature glasses [8,9]. Furthermore, when com-
pressing hard particles to infinite pressure, a geometric
transition takes place, the jamming transition, at which the
dynamics is fully arrested and the particles are mechan-
ically equilibrated [10–13]. This transition exhibits critical
scalings, which characterize the marginal stability of the
glass on approaching jamming and are associated with both
localized and delocalized excitations [14–20]. Such fea-
tures can also not be captured within the above simple
landscape picture.
It was recently shown theoretically that the hard sphere

glass in infinite dimension undergoes a Gardner transition
[21]: glass states, envisioned as metabasins in configuration
space, break up in a hierarchy of marginally stable sub-
basins at a low enough temperature or high enough pressure
(see Fig. 1). The associated structure of the free energy
landscape is necessary to capture the critical scalings of the
jamming transition [22]. Later, the Gardner transition was
detected numerically in a mean-field glass model [23]. The
critical properties of jamming are independent of the spatial
dimension [24–26], and one expects that the above findings
apply in finite dimension. This was very recently confirmed
in simulations of 2d and 3d hard sphere (HS) glasses [27].
However, a recent perturbative renormalization group study
has shown that in small dimensions the transition either is

governed by a nonperturbative fixed point, is first order, or
simply does not exist [28]. In all cases, it remains to be
observed experimentally: in practice, even if the transition
does exist, finite-size and time effects, activation processes,
and aging could very well hinder it.

FIG. 1. Gardner transition. Left: A glass metabasin breaks into
a hierarchy of marginally stable subbasins (inspired from
Ref. [22]). In the glass phase ðϕg < ϕ < ϕGÞ, the particle (in
blue) is caged by its neighbors; those of which establish contact at
jamming ðϕJÞ are not selected yet. In the Gardner phase
ðϕ > ϕGÞ, each of the subbasins eventually corresponds to one
structure of a contact network (red neighbors). Right top:
Experimental realization of this scenario in a bidisperse system
of disks for two independent compressions up to ϕJ within the
same glass state. Right bottom: In the Gardner phase, below
jamming ðϕG < ϕ < ϕJÞ, successive compressions starting from
the same glass state, where particles vibrate in a large (gray) cage,
lead to a different caging location in a smaller cage (blue, red, and
yellow). While ΔðϕÞ, the cage size, decreases with ϕ, ΔAB, the
typical distance between the cages obtained for different com-
pressions, plateaus at the cage size of the transitional packing
fraction, ϕG.
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In this Letter, we bring the first direct experimental
evidence of the Gardner phase, taking advantage of a well-
controlled granular experiment, which has already proven
to successfully probe the vicinity of the jamming transition
in a bidimensional granular glass former [29–35]. More
precisely, following the protocol suggested for the numeri-
cal detection of the Gardner transition [23,27], taking place
at ϕG, we perform compression cycles within a given
realization of the same glass and show that, for a large
enough compression, the final state differs from one
compression to another. To do so, we compare the average
cage size within one state, Δ, and the average distance
separating the cages of the same particles across succes-
sive compression cycles, ΔAB. While for ϕ < ϕG, ΔAB
decreases like Δ, it plateaus to a constant value equal to
ΔðϕGÞ, when ϕ > ϕG, signing the entrance in the Gardner
phase. Despite the many nonidealities of the experimental
system, the Gardner signature is remarkably strong. We
also observe that, while there is no aging on the exper-
imental time scales in the stable glass phase, it is always
present in the Gardner phase as predicted theoretically.
Altogether, the observed phenomenology very well
matches that of the numerical observations obtained within
the Mari-Kurchan (MK) mean-field model [23,36,37] and
the HS systems [27]. This is all the more fascinating as the
a priori important differences between a 2d equilibrium
hard disks and the present system of vibrated granular
disks. We further characterize the fluctuations of the cage
sizes Δ and intercycle cage distances ΔAB and report some
differences from the mean-field and HS cases. We finally
discuss the possible origin of these differences as well as
the importance of the Gardner phase regarding the inter-
pretation of experimental results obtained in former studies.
Theoretical context.—By compressing a liquid and

avoiding crystallization—for instance, using polydisperse
systems—one ends up in a glass state. The structure is
frozen and particles cannot exchange neighbors anymore.
The location of the glass transition ϕg depends on the
compression rate, and for each realization a different glass
state is selected. Further compressing this glass, the
pressure increases until it diverges when particles come
into contact and reach mechanical equilibrium at ϕ ¼ ϕJ;
the glass is jammed. In between sits the Gardner transition
[21] of that glass. When ϕ > ϕG, the glass metabasin
breaks into a hierarchy of marginally stable subbasins, the
bottom of which corresponds to different structures of the
contact network (see Fig. 1). Measuring the similarity of
the contact network between jammed structures obtained
after independent compressions is one way of testing the
existence of the marginal phase [22]. Alternatively, one can
follow the cage dynamics [23,27]. Since the detection of
contacts in experiments is prone to some arbitrariness, we
will follow this second path.
Starting from a glass state at a packing fraction ϕ0 > ϕg

and realizing independent compressions up to a packing

fraction ϕ, one should follow particle trajectories rki ðtÞ in
the final state k and compute (i) for each compression the
mean square displacement (MSD) Δkðt; twÞ and (ii) for
each pair of compressions, the “mean square distance”
Δkk0 ðtÞ between the two compressed states ðk; k0Þ:

Δkðt; twÞ ¼
1

N

XN

i¼1

jrki ðtw þ tÞ − rki ðtwÞj2; ð1Þ

Δk;k0 ðtÞ ¼ 1

N

XN

i¼1

jrki ðtÞ − rk
0
i ðtÞj2: ð2Þ

Averaging over compressions and thermal samples, one

obtains Δðt; twÞ ¼ hΔkðt; twÞi and ΔABðtÞ ¼ hΔk;k0 ðtÞi. For
ϕ < ϕG, if the glass is well equilibrated (i.e., at large
enough tw), ΔABð∀ tÞ ¼ limt→∞Δðt; twÞ. On the contrary,
for ϕ > ϕG, equilibrium is never reached and ΔABðtÞ
remains larger than Δðt; twÞ, even at large tw. The large
tw behavior of δΔðt; twÞ ¼ ΔABðtþ twÞ − Δðt; twÞ is thus a
good dynamical order parameter of the Gardner transition.
One sees, however, that long time limits have to be
considered and that aging in the Gardner phase signifi-
cantly complicates the analysis (see [23,27] for a more
complete discussion). In finite dimension, the situation is
even less clear. The cages are heterogeneous, and activated
dynamics will prevent the configurations at ϕ0 from
constraining the dynamics at arbitrarily long times, so that
the glass itself is never fully equilibrated. Moving to
experiments, one has to deal with finite time issues,
as in simulations, but also with specifically experi-
mental constraints such as limited spatial resolution and
possible artifacts such as slow but persistent convection
currents [38].
Experimental implementation.—The experimental setup

already described elsewhere [29] consists in a monolayer of
8500 bidisperse (44% large, 56% small) photoelastic disks
of stiffness κ ¼ 1660 N · m−1, and friction coefficient
μ≃ 0.4, with diameters ds ¼ 4=5dl ¼ 4� 0.01 mm. The
disks are laid out on a horizontal glass plate vibrated
horizontally with frequency f ¼ 10 Hz and amplitude
A ¼ 10 mm and confined in a cell fixed in the laboratory
frame. The packing fraction ϕ can be varied by tiny
amounts (δϕ=ϕ ∼ 5 × 10−4). The stroboscopic motion of
a set of 1600 grains in the center of the sample is tracked by
a CCD camera synchronized with the plate. The position of
the grains is detected with an accuracy of 10−2ds. In the
following, lengths are measured in ds units and time in
cycle units.
Starting from a low packing fraction ϕ, we gradually

compress the system until it reaches a highly jammed state
following the same protocol as in Ref. [38]. Then we
stepwise decrease the volume fraction until ϕJ, where
(i) the pressure measured at the wall in the absence of
vibration falls to zero and (ii) the contacts observed through
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cross-polarizers disappear, signaling the unjamming tran-
sition. The precise value of ϕJ varies with each realization
of the preparation protocol. This realization specific value
is here ϕJ ¼ 0.8236� 0.0003. Then we gently decompress
the system further down to ϕ0 ¼ 0.8185, where we check
that most of the disks keep the same neighbors (less than
3% neighbor exchange during the entire experiment),
ensuring that the system remains in the same glass state.
Furthermore, we shall compute all the relevant quantities
on the subset of particles that were never lost during the
image processing or tracking procedures and have never
lost neighbors. We then perform ten sets of compression
cycles, from ϕ0 to ϕ ∈ ½ϕ0;ϕJ�, each cycle containing ten
compressions. The compression cycles are rapid quenches
separated by 103 vibration cycles.
Vibrated granular matter is prone to develop convection

as soon as it unjams [38]. These convective currents
develop over length scales of tens of particle diameters.
The best way to concentrate on the vibrational dynamics
and eliminate spurious effects is to analyze the dynamics of
each particle in the reference frame of the center of mass of
its neighbors. Doing so, we possibly remove other possible
interesting effects, including spatial correlations. We how-
ever stick to this strategy, which ensures that we focus on
the vibrational properties and guarantees not to attribute the
Gardner transition to any other effects. Also, we shall see
below that we kept some of the interesting phenomenology
of dynamical heterogeneities. This technique has the
advantage of not subtracting an overall convection field,
which, locally, can be large as compared to the intrinsic
displacement. We thus redefine the particle position as
ri → ri − rΩi , where rΩi ¼ 1=ni

P
jrj, where the sum runs

over the neighbors of particle i and ni is the number of
them. We are then in a position to compute Δkðt; twÞ and
Δkk0 ðtÞ as defined by Eqs. (1) and (2). We average over
compressions and replace the average over samples by
temporal averaging to obtain ΔðtÞ and ΔAB. Doing so, we
assume aging to be negligible on the 200 time steps time
window used here (see below the discussion about aging).
Figure 2 displays Δ ¼ Δðt0 ¼ 500Þ and ΔAB as a

function of ϕ. It is the first and main experimental result
of the present study. The typical MSD within cages ΔðϕÞ
steadily decreases with the packing fraction. By contrast,
ΔABðϕÞ first decreases like ΔðϕÞ but then plateaus close to
10−2 for ϕ≳ 0.820. This demonstrates that there is a regime
at large ϕ, before jamming, in which several cage con-
figurations are separated by an average distance larger than
the cage size. Also, Δ alone presents no sign of a transition
suggesting that the glass metabasin is broken in subbasins
with distributed cage sizes rather than in subbasins with a
well-defined smaller cage size. The system has entered the
Gardner phase at ϕG ≃ 0.820. The numerical values of ϕJ
and ϕG are realization specific. Still, the relative distance of
the Gardner transition to jamming, ϕG=ϕJ ≃ 0.996, pro-
vides a naive estimate of the pressure at the Gardner

transition pG ≃ 1=ðϕJ − ϕGÞ≃ 3 × 102, which allows us
to locate the present realization of the Gardner transition in
the phase diagram of 2d hard disks [23,27]. Very remark-
ably, although the present system is frictional and the
jamming packing fractions are lower than for thermal hard
disks, our observations are consistent with the numerical
estimates. Extrapolating Δ to 10−1, the typical MSD values
reported for the experimental and numerical glass transi-
tion, we find ϕg ¼ 0.815, which is also consistent with
previously reported values for the glass transition in 2d
systems of bidisperse hard grains [39,40].
The inset in Fig. 2 displays the aging ofΔðt0; twÞ for a set

of four packing fractions ϕ. For the lowest packing fraction
(top curve) ϕ < ϕG, Δðt0; twÞ remains constant: there is no
aging, as it should be if the glass is stable. The three larger
packing fractions are in the Gardner phase. We observe
aging, which corresponds to the slow drift of the system
among the marginal Gardner states. Note that the aging is
slower for larger packing fractions, hence the fact that for
the densest packing (bottom curve) it is hardly noticeable
on the experimental time scale. The observation of aging
above ϕG further confirms that the phase observed at a high
packing fraction is truly Gardner.
We now turn to the analysis of the fluctuations of Δ

and ΔAB. Remember that we deal with a single glass
sample. Hence, fluctuations have only two possible
sources: temporal fluctuations inside each compression
cycle and intercycle fluctuations. The cage size fluctuations
across time and cycles, normalized by the mean cage size
[Fig. 3(a)], present large exponential tails. This observation
strongly contrasts with that reported in the numerical study
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FIG. 2. Cage order parameters. Mean square displacement
Δðt0Þ and mean square distance between cages ΔAB averaged
over 200 time steps and ten compression cycles from ϕ0 ¼
0.8185 to ϕ as a function of ϕ. Inset: Aging. Mean square
displacement Δðt0; twÞ as a function of tw for ϕ ¼ 0.8196,
0.8212, 0.8222, 0.8233. The color codes are for the packing
fraction.
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of the MK mean-field model [23]. In that case, the
distributions for Δ are Gaussian-like at all ϕ. Figure 3(b)
shows the distribution for the same quantity but sampled
separately within each cycle. They exhibit similar exponen-
tial tails, which account for both the aging drift and the
intrinsic temporal fluctuations of Δkðt0; twÞ. Such fluctua-
tions highlight the presence of dynamical heterogeneities
already reported for the same system [29,34] as well as in
numerical simulations of harmonic spheres [41]. Those
heterogeneities can be quantified by computing in each
cycle, and then averaging over the cycles, the associated
dynamical susceptibly χ4Δðt0Þ ¼ NVar½Δðt0; twÞ=σ�, where
σ is the standard deviation of the cage size for a single
particle. This intrastate dynamical susceptibility presents a
maximum around the Gardner transition [inset in Fig. 3(b)].
Although this susceptibility is not computed in Ref. [27], the
distributions of Δ, there also, present signs of non-
Gaussianity at ϕG. This remarkable feature, absent from
mean-field results, is an interesting target for future theo-
retical developments in finite dimension.
The fluctuations of ΔAB are better captured by following

the temporal evolution of Δk;k0 ðtÞ for different pairs of
compression cycles [Figs. 3(c) and 3(d)]. When ϕ < ϕG,
Δk;k0 ðtÞ fluctuates around the same value as Δkðt0; twÞ, and

the fluctuations overlap from one compression cycle to
another: the system explores the whole metabasin of the
glass. By contrast, when ϕ > ϕG, the distances between
different pairs of compressed states are very different and
much larger than the typical cage size. In the numerical
studies in Refs. [23,27], the authors report that the
distributions for ΔAB sampled over many samples, starting
from a Gaussian-like distribution for ϕ < ϕG, develop
exponential tails near ϕG, before broadening again at larger
ϕ. As a result, the skewness of the ΔAB distributions
exhibits a maximum around ϕG. This skewness is attributed
to sample to sample fluctuations, which are absent in the
present experimental study. We have access only to the
distributions of the reduced centered distribution of ΔAB
sampled over the pairs of cycles. Despite the strong lack of
statistics [Fig. 3(e)], a systematic positive skewness is
present here too.
Discussion and perspectives.—We have conducted the

first direct experimental observation of the Gardner phase,
deep into the glass phase, before jamming. Although it has
been obtained in a rather specific type of—granular—glass,
there is now much evidence that such glasses are good
models for hard potential thermal glass formers [42]. At the
level of the average order parameters of the transition, we
obtain an excellent agreementwith the results obtained in the
numerical studies of the MK model [23] and hard sphere
glasses [27].Weobserve somedifferences in the fluctuations
statistics of the cage size; in particular, our results suggest
that intrastate dynamical heterogeneities are maximal at the
Gardner transition. Further quantitative comparisons with
existing numerical simulations require significantly more
work, which are far beyond the scope of the present study,
from both the numerical and the experimental side. The
importance of aging, the role of activated processes, and the
finite size effects should be quantified precisely. To do so,
studying the dynamics of the caging processes is obviously
an important and promising next step.
The present study sheds new light on several results

obtained previously in the same experimental setup. In
particular, it would be very interesting to investigate how
the large dynamical heterogeneities observed just below
jamming [29,30,34,38] are related to the marginality of the
many glass states in the Gardner phase. Another striking
observation, which must contain a signature of the Gardner
phase, is the avalanche dynamics observed in the motion of
an intruder pulled through the glass, at constant force or
constant velocity [32,43]. Finally, the elasticity and dilatancy
softening, reported in Refs. [33,44,45], might have close
connections to the breakdown of classical elasticity reported
for an amorphous solid in the Gardner phase [46–49].
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FIG. 3. Statistics of Δ and ΔAB. Probability distribution of
Δ=hΔi sampled (a) over time and compression cycles and (b) over
time only [inset: dynamical susceptibility associated to the
fluctuations of Δkðt0; twÞ over time]. Color code as in Fig. 2.
Temporal evolution of Δk;k0 ðtÞ for ten different pairs of com-
pression cycles (color coded) for (c) ϕ ¼ 0.8196 and
(d) ϕ ¼ 0.8228, as compared to the temporal evolution of
Δkðt; τ0Þ (in black). Colors indicate different pairs of compres-
sion cycles. (e) Probability distribution function of ΔAB sampled
across compression cycles. Color code as in Fig. 2.
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