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Optical tweezers provide a versatile platform for the manipulation and detection of single atoms. Here,
we use optical tweezers to demonstrate a set of tools for the microscopic control of atomic strontium, which
has two valence electrons. Compared to the single-valence-electron atoms typically used with tweezers,
strontium has a more complex internal state structure with a variety of transition wavelengths and
linewidths. We report single-atom loading into an array of subwavelength scale optical tweezers and light-
shift-free control of a narrow-linewidth optical transition. We use this transition to perform three-
dimensional ground-state cooling and to enable high-fidelity nondestructive imaging of single atoms on
subwavelength spatial scales. These capabilities, combined with the rich internal structure of strontium,
open new possibilities including tweezer-based metrology, new quantum computing architectures, and new
paths to low-entropy many-body physics.
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I. INTRODUCTION

Quantum systems composed of neutral atoms have been
a successful vehicle for studies in information processing,
metrology, and simulation [1–3]. This success is in part due
to the capacity of neutral atoms to be initialized in large,
isolated quantum states [2], as well as their compatibility
with microscopic observables [4]. With high-resolution
optics, single atoms bound in micron-scale arrays may be
resolved through fluorescence detection [5,6], enabling
parallel qubit readout and new perspectives on many-body
quantum systems [7–10]. In an emerging frontier, plat-
forms like quantum gas microscopes and optical tweezers
harness microscopy techniques not just for detection but to
create quantum states at vanishing entropy through micro-
scopic control. The generation of ultralow-entropy systems
through atom-by-atom assembly, atomic cookie cutting,
and entropy redistribution [10–17] has led to ground-
breaking studies in atomic quantum optics, many-body
entanglement, and simulations of quantum magnetism
[13,18–20].
So far, much of the microscopy work with neutral

atoms has focused on alkali species, which have a
single valence electron [14–16,21–27]. The increased

complexity of species like the two-valence-electron
alkaline-earth atoms and molecules brings new
opportunities—new quantum computation architectures
[28–30], new types of spin models [31–33], premier time
keeping [34–37]—which have spurred the development
of techniques for the microscopic detection and control
of such particles [38–41]. Here, through the combined
use of optical-tweezer arrays, high-resolution imaging,
and narrow-line spectroscopy, we show single-particle
preparation and detection of the alkaline-earth atom
strontium [Figs. 1(a) and 1(b)].
The ability to image strontium on subwavelength scales

[Fig. 1(c)] and in shallow potentials, combined with its
nuclear and electronic degrees of freedom, enables exciting
new possibilities. For example, the imaging techniques
presented here may enable microscopy of large-spin
SU(10) magnetism and heavy fermion Kondo physics
[31–33,42–45]. Meanwhile, the tweezer trapping we show
could pave the way for new computing architectures based
on spin-orbital exchange gates [28–30,46], as well as
explorations of Rydberg many-body physics in a two-
valence-electron atom [19,47–51].
In this work, we describe how strontium’s optical

transitions can deliver high-fidelity cooling in a tightly-
focused optical tweezer. Using 88Sr, we achieve a
three-dimensional ground-state occupancy of 91þ9

−25%

in 0.48ð2Þ μm waist tweezers. Such high-fidelity laser
cooling has been demonstrated in optically trapped alkalis
[23,24,52,53] using two-photon Raman transitions and
optical pumping. However, this approach requires careful
consideration of beam geometries, polarizations, and
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excited-state potentials. By contrast, the 1S0 ↔ 3P1 inter-
combination line of strontium represents a nearly ideal two-
level system, with a 7.5-kHz linewidth amenable to fast but
high-fidelity cooling given our degree of confinement [54].
Such narrow-linewidth optical transitions demand careful
control of light shifts that can spoil the spectral resolution
required for cooling. To this end, we characterize a wave-
length-flexible mechanism to significantly suppress these
shifts in deep tweezers compatible with ground-state cool-
ing [38,55]. On its own, this tweezer-based ground-state
cooling may be used to reduce motional dephasing effects
present in Rydberg-based two-qubit gates [56,57], and can
aid new directions in metrology, such as tweezer-based
optical atomic clocks.
When combined with a wavelength-scale optical

lattice, the full set of capabilities demonstrated here may
enable a new path to microsopic preparation and control
of low-entropy many-body systems. In this approach,
tweezers may be used to rapidly assemble arbitrary initial

conditions with vanishing entropy through lossless imag-
ing, rearrangement, and ground-state laser cooling [13–15].
Subwavelength optical tweezers will allow state-preserving
transfer into an optical lattice potential, which provides a
highly coherent Hubbard-type system typically accessed
through evaporative cooling. This new approach would
prove advantageous for studies of many-body phenomena
at low-energy scales—such as magnetism—for which
tailored state preparation can be useful [58,59], for scaling
of protocols to measure and quantify entanglement
[9,18,60], as well as for novel directions like atom-based
studies of sampling problems [61,62].

II. MAGIC-FIELD SPECTROSCOPY IN
OPTICAL TWEEZERS

To begin our experiments, we load strontium atoms from
a magneto-optical trap (MOT) formed by sawtooth-wave
adiabatic passage cooling [63,64] on the 7.5-kHz linewidth
1S0 ↔ 3P1 transition into a two-dimensional array of tweez-
ers. Typically, we use either 3 × 3 or 4 × 4 arrays spaced by
roughly 3 μm, so the atoms in individual tweezer spots
behave independently from one another. Light-assisted
collisions between atoms that occupy the same tweezer lead
to pairwise loss, which results in either nonoccupied or
singly occupied tweezers with roughly equal probability [5].
In order to harness the narrow-linewidth 3P1 excited

state for effective cooling, it is critical that the tweezer
potential experienced by the ground and excited states be
equal, so that the frequency of the transition does not
depend on the depth of the tweezer or the location of the
atom within the tweezer. In optical lattice clocks, a
specific wavelength of trapping light (known as a “magic”
wavelength) is used to generate such equal shifts on an
ultranarrow “clock” transition [65].
Once the atoms are loaded, we create a similar magic

trapping condition on the 1S0 ↔ 3P1 transition by applying
a magnetic bias field at a specific (wavelength-dependent)
angle from the tweezer polarization. This concept has been
previously used to realize state-insensitive trapping in
strontium [55] and ytterbium [38] in optical lattice poten-
tials. The potentials that we use in our tweezer system are
necessarily deep in order to provide tight three-dimensional
confinement, so care must be taken to maintain state-
insensitive trapping in the presence of these large shifts.
Here, we systematically characterize the application of these
techniques to deep tweezers, which can lead to a departure
from the perturbative regime previously considered.
The 3P1 state has a total spin of J ¼ 1, and thus three

Zeeman sublevels [Fig. 2(a)]. In the absence of a magnetic
field or a circularly polarized component of the tweezer
light, two of these sublevels (which we label j−1Ei and
j1Ei, expressed with respect to a quantization axis q̂
oriented along the tweezer polarization E⃗t) shift by the
same amount, E1, relative to the ground state 1S0. The third
state j0Ei shifts by a different amount, E0, relative to 1S0.

(a) (b)

(c)

FIG. 1. (a) Apparatus for microscopic control of arrays of
strontium atoms. We use a high numerical aperture (NA > 0.65)
objective to focus 515-nm light into arrays of optical tweezers
in which we trap and manipulate individual strontium atoms.
(b) Strontium atoms have transitions with a wide range of
linewidths, which are useful for imaging (1S0 to 1P1), cooling
(1S0 to 3P1), and for optical frequency metrology (1S0 to 3P0). In
this work we probe the cooling transition in the axial direction
with beam Ωa and in two near-orthogonal radial directions with
beams Ωr1;r2. (c) Point spread function (PSF) from single atoms
in our optical tweezers, corresponding to an effective Gaussian
waist of 0.44ð2Þ μm (black points). In (a) and (c) averaged atom
array images are displayed in the dashed boxes. In this work, we
use 3 × 3 or 4 × 4 arrays with a lattice constant of ∼3 μm to
ensure that our atoms behave independently. However, our
optical system is compatible with substantially larger arrays with
tighter spacings (see Appendix A).
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If E1 and E0 have opposite signs, we can use an appro-
priately oriented magnetic field to mix the shifts associated
with the j0Ei state with those of the j−1Ei and j1Ei states so
that they cancel, leaving the transition frequency from 1S0
insensitive to a large range of tweezer intensities.
Specifically, by applying a large magnetic field B⃗ at an

angle θ from the tweezer polarization E⃗t, we can induce
Zeeman shifts that are much larger than the light shifts
associated with the tweezer, so that the eigenstates are
primarily defined by the quantization axis q̂ oriented along
B⃗ [see Fig. 2(a)]. We label these eigenstates j−1Bi, j0Bi,
and j1Bi. The energy of j0Bi is, to first order, insensitive to
the value of the applied field, and can be made insensitive to
the light shifts associated with the tweezer. We can express
this state in the basis defined by the tweezer polarization as
j0Bi¼ j0Eicosθþð1= ffiffiffi

2
p Þðj1Ei− j−1EiÞsinθ. In the per-

turbative limit, the light shift due to the tweezer is then
E0 cos2 θ þ E1 sin2 θ. If E0 and E1 have opposite signs,
then this light shift vanishes at first order for a polarization
angle tan2 θ ¼ −E0=E1. The wavelength at which E0 or E1

vanishes is sometimes referred to as the “magic wave-
length” for such transitions [55], and represents the edge of
the range over which a state-insensitive trapping condition
can be reached.
We apply this technique to realize state-insensitive trap-

ping at tweezer wavelengths near 515 nm. In Fig. 2(b), we

measure the angle at which peak excitation from a probe
placed on resonance with the nonshifted 1S0 ↔ 3P1 tran-
sition occurs (the “magic angle”) for a set of wavelengths
within the tuning range of our laser. To measure this
excitation fraction, we apply the probe light with a Rabi
frequency of several tens of kHz for a duration of 100 μs.
Immediately after the probe light is shut off, we apply a
strong “blow-away” pulse of light resonant with the 1S0 ↔
1P1 transition for 5 μs, and simultaneously blink off the
tweezer light for 1 μs. Atoms that were excited to 3P1, which
has a lifetime of around 20 μs, do not experience the blow-
away pulse and remain trapped, while atoms that were not
excited are ejected from the tweezer. We find that near our
tweezer wavelength of 515 nm, the magic angle decreases at
longer wavelength, indicating a decreasing ratio of E0 to E1

in agreement with calculations based on known levels and
transition strengths in strontium [66]. These measurements,
and the ones summarized below, indicate that a state-
insensitive trapping condition can be attained over a range
of wavelengths, relaxing the need for a specific wavelength
of laser.
In Fig. 2(c), we show the sensitivity of the 1S0 to 3P1

(j0Bi) transition to tweezer intensity by measuring the
probe frequency at which peak excitation occurs. To
illustrate the performance and range of applicability of
the technique, we do so for three field configurations:
a large (24 G) magnetic field oriented at the magic angle

FIG. 2. Magic polarization angle. (a) By setting the angle θ between an applied magnetic field (B⃗) and the polarization of the tweezer
light (E⃗t), we can achieve equal trap depths between the ground (1S0) and an optically excited (3P1) state. In the absence of a magnetic
field, the tweezer light causes energy shifts to the different spin projections of 3P1. These shifts are of opposite sign relative to the shift of
the ground state (dashed lines denote the shifted ground state offset by the unperturbed transition frequency). By applying an
appropriately oriented magnetic field, we can create an eigenstate j0Bi for which these shifts cancel, leading to state-insensitive trapping.
We define the “magic” polarization angle θ for which the frequency of the 1S0 to j0Bi transition is unperturbed by the tweezer depth (for
sufficiently low depths relative to the field strength). Full details are provided in the main text. (b) Magic polarization angle as a function
of tweezer wavelength, showing that a magic condition exists over a range of wavelengths. (c) Shifts of the 1S0 to j0Bi transition as a
function of tweezer depth for a large (22 G) field oriented at θ ≃ 0 (gray squares), a large (24 G) field oriented at the magic angle (black
points), and a small (7 G) field oriented at the magic angle (empty circles). All data in (c) are at a tweezer wavelength of 515.13 nm. Gray
and black lines are linear fits.
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for the relevant tweezer wavelength [515.13 nm for
this data, corresponding to θ¼24ð1Þdeg], a large (22 G)
field oriented parallel to the tweezer polarization
[θ ¼ 0ð1Þ deg], and a smaller (7 G) field oriented at the
magic angle. In the presence of the nonmagic (θ ¼ 0 case)
field, we observe a sensitivity (directly corresponding to
E0) of 1.6ð1Þ MHz=mK. With the large field at the magic
angle, we observe a sensitivity of 8ð14Þ kHz=mK, repre-
senting a suppression factor of at least 50 in tweezer-
induced shifts compared to the θ ¼ 0 case, and a part in a
thousand of the trap depth. With the smaller field oriented
at the magic angle, we observe a low sensitivity to tweezer
intensity at low tweezer depths, which increases at higher
tweezer depths as the light shifts from the tweezer become
comparable to the Zeeman shifts, and the magnetic field no
longer defines the character of the eigenstates. For the
relatively deep tweezers that we routinely use, care must
be taken to apply a large enough bias field to maintain
the perturbative condition required by our technique for
state-insensitive confinement.

III. RESOLVED-SIDEBAND COOLING IN
THREE DIMENSIONS

With the magnetic field oriented at the magic angle, we
can spectroscopically resolve sideband transitions between
different motional eigenstates, which can be labeled in each
direction by ni, the number of motional energy quanta in
the direction i. This allows us to cool the atoms to their
motional ground state in all three spatial directions, and to
quantify the resulting ground-state occupation. We cool the
atoms by driving the ni → ni − 1 motional sideband along
a given direction [Ωr1;r2;a defined in Fig. 1(a)], which
removes one motional quantum from that direction. To cool
all three directions, we alternate between the axial and two
nearly orthogonal radial directions (see Appendix B 3) for
a total cooling time of 25 ms. In what follows, we use a
trap depth of 1.2 mK, corresponding to trap frequencies of
220 (40) kHz in the radial (axial) dimensions of the trap.
Compared to Raman-sideband cooling of alkali atoms

and alkalilike ions [24,67,68], where separate lasers drive
the coherent and dissipative steps of the cooling process,
the cooling protocol here is relatively simple. A single laser
excites the narrow-linewidth optical transition on the red
sideband, and spontaneous emission returns the atom to its
original internal state to enable absorption of further
cooling photons [54]. Since the atom is tightly confined
in the optical tweezer, the momentum imparted by sponta-
neous emission is unlikely to cause motional excitation
[69], so that its reduced motional state is also preserved.
After several cycles of this process, the atom occupies the
ground state, which decouples from the optical drive [70].
The unique ground state of 88Sr greatly eases requirements
on the polarization purity used in the cooling beams.
Spectroscopy of the motional sidebands (with the

same blow-away procedure used to measure the magic

polarization angle) can be used to infer the fraction of
atoms that occupy the ground state along a given direction
(Fig. 3). Because an atom that is already in the ground state
cannot be transferred to a lower motional state, a substantial
ground-state fraction results in a suppression of the cooling
ni → ni−1motional sideband (red sideband, RSB) relative to
the heating ni → niþ1 sideband (blue sideband, BSB) [70].
This so-called “sideband asymmetry” is apparent in all three
directions. Assuming a thermal distribution, the average
occupation number n̄i following sideband spectroscopymay
be extracted via the expression ARSB=ABSB ¼ n̄i=ðn̄i þ 1Þ,
where ARSB and ABSB are the fitted heights of the RSB and
BSB, respectively (see Appendix D 1).
Because of the finite excited-state lifetime, photons can

be scattered during the sideband spectroscopy probe pulse,
potentially modifying n̄i and the associated ground-state
fraction. This can lead to systematic errors in two main
ways: by heating the atoms when probing the BSB and by
cooling the atoms while probing the RSB.
In the first case, the heating increases the measured

population transfer on the blue sideband, causing an
overestimate of the sideband asymmetry. Indeed, when
we double the length of the probe pulse to 200 μs, ABSB
increases by 30% (in all axes). We apply a corresponding
correction to the BSB height used in our analysis, which
increases (reduces) the extracted n̄i (ground-state fraction).
The second case of cooling while probing the RSB is an

unavoidable possibility. To ease analysis of this process, we
use the same laser parameters for the probe pulse as for the
cooling that precedes it. Accordingly, the probe pulse on
the RSB is a continuation of the cooling along the probed
axis. This implies that the RSB heightmeasured at the end of
the pulse reflects the total cooling achieved along the probed
axis, from both the nominal cooling phase and the probe
phase. The heating of the unprobed axes from photons
scattered during spectroscopy is minimal (1%–3%motional
excitation per scattered photon), so that the probing of one
axis minimally affects the n̄i of another (see Appendix C 2).
As such, the combined cooling and probe sequence reflects
the final occupation we would achieve had we simply
augmented the cooling phase by the duration of the
probe phase.
We can further assess to what extent the probe influences

the ground-state fraction based on both a master-equation
calculation and separate analysis of our data. We find that
an observed radial n̄r1;r2 ¼ 0.05 can be at most 0.15 higher
(12% percent reduction in ground-state fraction) prior to
the probe pulse; n̄a is affected by a smaller amount (see
Appendix C 3). While we include this effect in our three-
dimensional error analysis, our full set of measurements
makes it unlikely that the probe pulse significantly affects
the ground-state fraction. The 100-μs probe pulse is short
compared to the full cooling duration (25 times shorter in
each radial direction and 200 times shorter in the axial
direction), so that the ground-state population measured at
the end of the probe pulse is very close to that at the
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beginning. More precisely, given our initial and final mea-
sured ground-state fractions (Fig. 3), cooling duration, and
probe pulse duration, we can bound the change in ground-
state fraction that occurs during probing of cooled atoms to
below 2% (see Appendix D 5). Based on these consider-
ations, we conclude that the ground-state fraction directly
after cooling is consistently reflected by the probe signal for
our experimental conditions, but we include the worst-case
possibility reflected by the master equation in our error
analysis.
From the data inFig. 3 and according to the above analysis,

we infer a mean excitation number of n̄r1 ¼ 0.06þ0.26
−0.06 , n̄r2 ¼

0.04þ0.20
−0.04 in the two radial directions and n̄a ¼ 0.00þ0.10

−0 in
the axial direction. This corresponds to a three-dimensional
ground-state fraction of 91þ9

−25%, which is statistically con-
sistent with master-equations calculations of the ideal per-
formance (96%); seeAppendixC 1.We are largely limited in
determining the ground-state fraction by the sensitivity and
systematics in our thermometry procedure. In the future,
more precise determination of the ground-state fraction
could be made using spectroscopy of the ultranarrow clock
transition (though this would require operation at a magic
wavelength for the clock transition), or from the contrast of
multiparticle quantum interference [12,13,18].

IV. SINGLE-PARTICLE IMAGING

Byutilizing the fast scattering rate and shortwavelength of
the 1S0 ↔ 1P1 transition at 461 nm, and the cooling proper-
ties of the 1S0 ↔ 3P1 transition at 689 nm, we can perform
imaging of the atoms with high resolution, high fidelity,
and minimal atom loss. To do this, we continuously apply

sideband cooling while pulses of imaging light are applied
with a 10% duty cycle. The sideband cooling alternates
between one radial direction and the axial direction.
The 461-nm imaging light scattered from the atoms is

collected by the objective and imaged onto a cooled,
electron-multiplying CCD camera. To determine the pres-
ence of an atom in a given tweezer,wedefine a corresponding
region of interest on theCCD, fromwhichwe extract the total
number of incident photons. Figure 4 shows a histogram of
counts in such regions over many runs of the experiment.
There is a clear separation between the number of counts
observed when an atom is present and when the tweezer is
empty, which can be distinguished by defining a count
threshold. Typically, we use a threshold value that minimizes
the observed infidelity, as determined numerically.
Two types of errors can occur during the imaging

process—infidelity errors, where an atom is mistakenly
interpreted as an empty tweezer or an empty tweezer is
mistaken for an atom, and loss errors, where the atom is lost
at some point during the imaging process. We can char-
acterize these processes by examining correlations between
two images taken in quick succession. We find that for
optimized imaging parameters and 50-ms-long images, we
can distinguish an occupied tweezer from an unoccupied
one with 98.4(1)% average fidelity, and that an atom has a
2.4(4)% chance of being lost between the two images.
These rates represent a balance between collecting enough
photons to distinguish the presence of an atom from the
camera background and minimizing loss associated with
the scattering of imaging and cooling photons. This trade-
off is illustrated in Fig. 4 (inset), where we vary the duration
of the first of a pair of images.

FIG. 3. Thermometry using sideband spectroscopy. When performing spectroscopy of the 1S0 ↔ 3P1 transition after sideband
cooling, we observe a clear asymmetry in the strength of the heating and cooling motional sidebands along both the axial (left-hand
panel, black trace) and radial (center panel) axes of our tweezer. These asymmetries correspond to n̄ax ¼ 0.00þ0.10

−0 in the axial direction
and, n̄r1 ¼ 0.06þ0.26

−0.06 and n̄r2 ¼ 0.04þ0.20
−0.04 in each of the two radial directions probed (corresponding to the black points and line, and

white points, respectively, in the center panel). For comparison, spectra corresponding to trials without sideband cooling (though with
narrow-line cooling from the three-dimensional MOT beams) are shown in gray; these indicate n̄ax < 1.3 and n̄r1;r2 < 3 (see
Appendix D 2). The right-hand panel shows the spectra with the fitted contribution from the carrier transition subtracted. From top to
bottom, the traces correspond to the first and second radial directions, and the axial direction. These traces are offset from zero for
visibility, as indicated by the gray horizontal lines, with the frequency axis scaled by νi (the sideband frequency in the ith direction).
Where relevant, the red and blue lines (rectangles) in each panel denote the fitted center (full width half maximum) of the red and blue
sidebands, respectively.
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A significant portion of this atom loss is likely due to
decay of the 1P1 state into the long-lived and highly
antitrapped 1D2 state, which is theoretically predicted to
occur roughly once per 20 000 photons scattered on the
imaging transition [71]. Given our detection efficiency of
roughly 1 in 15 photons (dominated by the finite numerical
aperture of our objective), this mechanism should contrib-
ute roughly 1% loss per 50-ms image.
We also see evidence of tweezer-light-induced loss from

the 3P1 state used for cooling, which is of comparable
magnitude to the expected loss from the 1P1 branching
when the tweezer depth is around 500 μK. We measure that
this loss scales approximately linearly with the tweezer
depth and with the number of photons scattered on the 3P1

transition. A likely explanation for this loss, which we
estimate to be of the correct magnitude, is that the tweezer
light causes scattering from the 5s5d 3D1;2 states which
couple to 3P1 via a dipole-allowed transition near 487 nm
[66]. In principle, these atoms should decay into 3P1 (which
should then decay to the ground state), or to 3P0;2, from
which they could be recovered by repumping. However, we
have not seen evidence that repumping is effective, perhaps
because of the large degree of antitrapping of the 3D1;2

states and large light shifts of the repumping transitions.
Given these considerations, we image in relatively

shallow (200 μK) tweezers to mitigate the loss mediated
by 3P1. Importantly, this shallow depth is similar to those

used in quantum gas microscopes, suggesting that this
technique may be transferable to single-site imaging in
lattices [21,72]. Furthermore, since the imaging stage in a
tweezer experiment can be one of the most demanding
of optical power, this shallow depth, corresponding to
∼0.4 mW=tweezer, will aid scaling to large arrays with
moderate laser power requirements.

V. CONCLUSION

We demonstrate key capabilities for microscopic control
of the alkaline-earth atom strontium—state-insensitive trap-
ping, the ability to perform cooling to the three-dimensional
motional ground state using a narrow linewidth transition,
and the ability to perform high-fidelity, low-loss imaging
of the atoms within the tweezers. These results represent a
promising starting point for the implementation of rear-
rangement techniques for preparation of arbitrary initial
states with vanishing entropy [14–16].
The scalability of our approach for low-entropy lattice

systems will depend on the number of traps achievable with
a given tweezer power, and on a more precise determination
of our temperature. Incorporating an axial optical lattice
will improve the confinement along the axial direction and
should improve the cooling robustness and relax the present
power requirements of 2 mW=tweezer. With this system in
place, we expect to be able to generate several 100 traps
based on currently available optical power.
A better understanding of the temperature, and further

quantum state control, can be gained through spectroscopy
of the ultranarrow 1S0 ↔ 3P0 clock transition in tweezers
[73,74]. The long excited-state lifetime of this transition
will eliminate the effects of cooling and heating during
probing, and enable better resolution of the motional
sidebands. These investigations will also provide a first
benchmark on coherence for an optical clock transition in a
tweezer system. Ground-state cooled tweezer arrays of
strontium with nondestructive imaging could support a new
optical atomic clock architecture—a tweezer array clock—
that achieves the rapid duty cycles of ion-based optical
atomic clocks, the single-particle isolation of the Fermi
degenerate optical lattice clock, along with large particle
numbers. It further would be suitable for fundamental
studies of squeezing and long-range entanglement on an
optical clock transition [34,51,75,76].
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APPENDIX A: SUMMARY OF APPARATUS

The optical layout of our experiment is summarized in
Fig. 5. A high numerical aperture (NA > 0.65) objective
lens with a 12-mm working distance is used both to project
tightly confining optical potentials at ∼515 nm to load
strontium atoms into, and to image the atoms on the 1S0 ↔
1P1 transition at 461 nm. A pair of crossed acousto-optic
deflectors (AODs) are imaged onto each other in a standard
4f configuration to generate deflections in two orthogonal
directions, forming an array of tweezer spots in the image
plane of the objective. The polarization of the tweezer light
is set linear as it enters the objective via a polarizing beam
splitter earlier in the optical path.
This high-NA system makes it challenging to address the

atoms with beams that have an appreciable wave vector
component along the axis of the objective. This is particu-
larly important in the case of the vertically confining
magneto-optical trap beams which, in addition to having
a projection along this axis, must also have a large mode-
field diameter. To address this, we focus our vertical MOT
beams at the back focal plane of the objective, so that they
exit the objective collimated. These are paired with
collimated beams launched from below the objective to
form the vertical axis of our 3D MOTs.

The performance of our imaging system can be charac-
terized by fits to the point spread function (PSF) of our
atom images. These yield an effective Gaussian waist of
0.44ð2Þ μm at 461 nm, as shown in Fig. 1(c) of the main
text. This measurement should be treated as an upper bound
for the fundamental performance of the optical system, as it
is sensitive to vibrations, air currents, and long-term drifts
in the imaging system.
To estimate the waist of our 515-nm tweezers, we

compare the radial trap frequencies measured during
spectroscopy to the expected trap frequencies based on
the known power per tweezer spot and polarizability of the
1S0 state of strontium. Near 515 nm, we use a polarizability
of 900a30 in atomic units (this can be converted to SI units
by the conversion factor 4πϵ0a30=h), where a0 is the Bohr
radius [79]. This analysis yields an effective Gaussian waist
of 0.48ð2Þ μm.

APPENDIX B: EXPERIMENTAL SEQUENCE

Here we summarize the standard sequence of operations
in the experiment, including initial trapping, state prepa-
ration, and atom detection.

1. Initial cooling and loading

The full experimental sequence is summarized in Fig. 6.
Our experiments begin by capturing a thermal beam of 88Sr
atoms in a MOT operating on the 32-MHz wide 1S0 ↔ 1P1

transition at 461 nm, which cools the atoms to a Doppler-
limited temperature of ∼1 mK.We typically load this MOT
for 55 ms. We release the atoms from the 461-nm MOT,
and recapture them in a narrow-line MOT operating on the
1S0 ↔ 3P1 transition at 689 nm that is formed using
sawtooth-wave adiabatic passage (SWAP MOT) [63,64].
In this stage, the three-dimensional cooling beams, which
copropagate along the 461-nm MOT beams, are swept
upwards in frequency over a range of 6 MHz with a
repetition rate of 30 kHz, ending at a frequency of
þ100 kHz relative to the zero-field 1S0 to 3P1 transition.
We have measured the temperature during this stage to
be roughly 35 μK. The tweezers are on during the whole
MOT portion of the experimental sequence. To load from
the SWAP MOT into the tweezers, we simply ensure that
the atoms are spatially overlapped with the tweezers, and
leave the SWAP MOT on for 75 ms, by which time the
probability of observing an atom in each tweezer trap after
inducing light-assisted collisions (LACs) (see next section)
has saturated to near 50%. A more conventional MOT
sequence consisting of a broadband capture stage with the
laser modulated by a symmetric triangle ramp followed by
a fixed frequency cooling stage can also be used to load
atoms into the tweezers. However, we find that the SWAP
MOT is more efficient at transferring atoms from the
461-nm MOT into the tweezers, and is less sensitive to
drifts in the 689-nm laser frequency. For most experiments,

FIG. 5. Simplified schematic of optics layout. The vertical MOT
beams (at both 689 and 461 nm) are combined onto the beam path
with a custom 90∶10 beam splitter (BS). The 515-nm tweezer
light is combined onto the imaging beam path with a dichroic
mirror designed to be maximally transmissive at 461 nm and
reflective at 515 nm. The waist of the beam entering the objective
is 12.6 mm. Inset: Example of 32 × 32 tweezer array (with no
atoms) imaged onto a camera.
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we perform an additional 30 ms of cooling with an unswept
narrow-line MOT once the atoms are loaded. We then drop
the narrow-line MOT to isolate the atoms that have been
trapped in the tweezers from the background gas.

2. Light-assisted collisions

The atom densities and temperatures achieved in our
narrow-line MOT often result in multiple atoms occupying
each tweezer after loading. This is evident in our imaging
process where we observe blurring of the background and
atom peaks when we skip the light-assisted collisions step
discussed below; this is blurring is due to higher atom
numbers contributing a distribution in collected photon
numbers as light-assisted collisions occur. Because of the
speed with which these collisions occur in our tight trap, we
cannot precisely quantify the exact number of atoms we
initially load, but we believe it is the range of 1 to 10 atoms
given the distribution in photons we observe for short
imaging times. For our typical experiments, we ensure that
we begin with either one or zero atoms in each tweezer by
inserting an additional step after loading with identical
parameters to our imaging sequences (pulsed 461-nm light
combined with sideband cooling), though with a shorter
duration of 20 ms. Light-assisted collisions that occur
during this step cause pairwise loss, resulting in either zero
or one atom in each tweezer [5]. With this step in place,
we typically observe a fill fraction near 50% (45%–50%
typical), and do not see evidence of multiply loaded sites in
count histograms obtained during imaging.

3. Ground-state cooling protocol

In order to cool single atoms to the three-dimensional
mechanical ground state of the tweezers, we alternate
between addressing the cooling sidebands in the axial

direction and two nearly orthogonal radial directions, as
shown in Fig. 6(b). We repeat this cycle 25 times before our
spectroscopy measurements. The intensities used in each
direction are equal to those used for the spectroscopy data
shown in Fig. 3 of the main text, corresponding to carrier
Rabi frequencies of 60 kHz in the radial directions and
10 kHz in the axial direction. We have measured the loss
rate associated with this cooling sequence to be 1(1)%
when applied between two imaging sequences.

4. Spectroscopy protocol

In order to perform spectroscopy of the 1S0 ↔ 3P1

transition, we apply a pulse of light with tunable frequency
along a given direction (the probe pulse). Typically, we
scan this frequency over the two first-order motional
sidebands and the carrier over a series of experimental
trials. For each axis, we use the same Rabi frequencies as
used for cooling (Appendix B 3), and a pulse duration of
100 μs in order to resolve spectrally narrow features.
In order to determine if an atom was transferred to 3P1,

we apply a “blow-away” pulse of light near resonance with
the 461-nm 1S0 ↔ 1P1 transition. The total duration of this
pulse is 5 μs. During this pulse, we also blink off the
tweezer for 1 μs, as summarized in Fig. 6(c). We find this
effective at ensuring that ground-state atoms are removed
with a probability of at least 98%. Because the duration of
the blow-away pulse is significant compared to the 3P1

lifetime of 20 μs, we also lose some portion of the atoms
that were transferred to 3P1. The highest fraction of atoms
remaining after the blow-away pulse is 40%, compared to
the expected 50% peak transfer fraction, so we estimate that
80% of atoms that were excited to 3P1 survive the blow-
away pulse. Because we are interested in ratios of excitation
probabilities in thermometry, this loss does not impact our
results.

(a)

(b) (c) (d)

FIG. 6. Characteristic timing diagram. (a) Full experimental sequence for taking 3P1 spectra. (b)–(d) Detail views of sideband (SB)
cooling, 3P1 transfer, and imaging sequences, respectively.
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5. Imaging

During imaging, we continuously apply sideband cool-
ing, while applying pulses of light near resonance with the
1S0 to 1P1 transition at 461 nm. The sideband cooling
alternates between the axial direction and a single radial
direction, with each applied for 0.5 ms at a time [Fig. 6(d)].
For the axial cooling, we find it most effective to red detune
by roughly 100 kHz from the axial carrier transition and
drive higher-order cooling sidebands (which are not clearly
resolved from one another for the intensities used). The
461-nm light is pulsed with a duty cycle of 10%, at a
frequency of 1 kHz. In order to reduce potential heating
from the antitrapped 1P1 state, we detune the imaging light
by roughly 600 MHz from the free-space transition
frequency [52].
As described in the main text, we detect the presence of

an atom by collecting the 461-nm photons on a cooled,
electron-multiplying CCD camera (EMCCD, model Andor
iXon 897, electron multiplying gain of 300). We integrate
the total number of photons collected from each atom over
the corresponding region of the sensor, and define a
threshold count number above which we infer the presence
of an atom. We characterize the fidelity and loss rate of our
imaging process by taking two images in quick succession
and analyzing the correlations between the images.
Formally, we define Pð0Þ [Pð1Þ] as the probability that

an atom is absent (present) in the first image on a given
trial. Pð0j1Þ and Pð1j0Þ are the probabilities that a void is
mistaken for an atom and that an atom is mistaken for a
void, respectively. Pð1j1Þ and Pð0j0Þ correspond to the
probabilities of correctly identified atoms and voids. Ploss is
the probability that an atom that was present in the first
image is lost between the two images (we assume that an
atom cannot appear between the two images), and PðXYÞ
represents the probability of measuring X in the first
measurement and Y in the second, where X, Y can be
either 0 or 1, indicating a void or an atom. We assume that
Pð0j1Þ and Pð1j0Þ are small, and neglect terms that involve
products of these quantities from future expressions.
We also assume that Pð1j1Þ and Pð0j0Þ are near unity.
These assumptions allow us to obtain simple expressions
for the average infidelity and loss, and contribute errors that
are small relative to the statistical uncertainty on our
measurements.
We can infer the average infidelity from the fraction of

the trials in which we measure a void in the first image and
an atom in the second Pð01Þ. This accounts for both trials
in which an atom was present in both images, but was
mistaken for a void in the first image [Pð0j1Þ], and for
events where no atom was present in either image, but a
false count was recorded in the second [Pð1j0Þ]:

Pð01Þ ≃ Pð1ÞPð0j1ÞPð1j1Þ þ Pð0ÞPð0j0ÞPð1j0Þ
≃ Pð1ÞPð0j1Þ þ Pð0ÞPð1j0Þ: ðB1Þ

We define this quantity as the average infidelity, represent-
ing the probability of making an error averaged over initial
conditions.
The loss can be inferred from the excess number of trials

where a void follows an atom relative to the number of trials
in which an atom follows a void:

Pð10Þ ≃ Pð0ÞPð1j0ÞPð0j0Þ þ Pð1ÞPð1j1ÞPð0j1Þ
þ PlossPð1j1ÞPð0j0Þ

≃ Pð01Þ þ Pð1ÞPloss: ðB2Þ

APPENDIX C: THEORETICAL ANALYSIS OF
SPECTROSCOPY AND GROUND-STATE

COOLING

We perform numerics with a one-dimensional master
equation to model the combined coherent and dissipative
dynamics associated with the spin and motional degrees of
freedom when driving the 1S0 ↔ 3P1 transition [24,70,80].
The calculation takes as input the Rabi frequencies for the
red cooling beam, trap frequencies (40 and 220 kHz for
the axial and radial axes, respectively), and the excited
state decay rate Γ ¼ 2π × 7.5 kHz; we truncate the Hilbert
space at 8–10 vibrational levels and use a spin-1=2
system.

1. Ground-state fraction from the master equation

In Fig. 7(a), we show simulated cooling trajectories for
the radial and axial dimensions of the trap. These predict
that >97% (>99%) ground-state fractions can be obtained
in the axial (radial) directions. We include an uncertainty
band to illustrate that these results are robust to changes in
the Rabi frequency; for the radial direction, they reflect the
range used for each radial axis. For comparison, the
experimental timescale for the total cooling applied along
each axis is 10 (100) times longer than the 1=e timescales
indicated for equilibrium. We note that the master-equation
timescales represent the ideal case; we expect that the
cooling rate is slower than reflected by these plots due to
the effects of laser noise, which are not included in the
numerics.

2. Cross-coupling during probing

The master-equation calculation represents an upper
bound on the ground-state fraction, because it does not
include the effect of cross-coupling between the axes, that
is, the degree of heating along one axis when cooling along
another. This heating can come about in two ways: recoil
heating of one axis while another is cooled, and latent
heating in the traps. We quantify these effects in order to
understand how well the one-dimensional master equation
describes our three-dimensional system.
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When cooling, in order to remove one motional quanta
from an axis, a photon must be scattered into free space.
This photon can heat another axis. Assuming isotropic
photon emission, the probability that this photon heats a
given axis is η2i =3, where ηi is the Lamb-Dicke parameter in
the ith direction. In our system, ηa ¼ 0.35 (ηr1;r2 ¼ 0.15) in
the axial (radial) direction. Accordingly, a 689-nm photon
scattered by the atom has a 3% (0.8%) chance of heating by
one motional quantum along the axial (either radial) axis.
An independent measurement of the radial heating when
driving the axial carrier indicates that there is a 0.7ð2Þ%
chance that scattering an axial photon adds a motional
excitation to a radial axis, consistent with the above
reasoning. When the atom is already cold, the rate of
photons scattering from the RSB is also suppressed. Based
on our measured sideband heights, the probability of
heating one axis due to a cooling cycle or probe pulse
applied to another axis is bounded at the 1% level.
When cooling one axis, any residual heating rate along

another axis in the trap will remain uncompensated. We can
measure these heating rates: we observe<1 phonon=20 ms
in the radial direction, and no observable heating on a
100-ms scale for the axial direction. The heating rate in the
radial direction corresponds to a 0.03 increase in a radial
axis n̄r1;r2 when other axes are cooled.

3. Theoretical limit on temperature change
during spectroscopy

We can simulate the effect of the spectroscopy on the
temperature by fitting simulated spectra and comparing
them to the initial temperature. In Fig. 7(b), we plot on
the y axis the fitted n̄i from a simulated spectrum using the
master equation against the initial n̄i on the x axis. The
change can be a significant effect, particularly on the radial
direction. Assuming a fitted n̄r1;r2 ¼ 0.05 in the spectros-
copy, these simulations imply the n̄r1;r2 prior to spectros-
copy could be 0.2, corresponding to a 12% reduction in the
ground-state fraction compared to the ground-state fraction
implied by the sideband spectroscopy. We fit the linear
regimes of these simulations to extract scale factors so that
our error bars reflect this phenomenon. However, note that
we describe below in Appendix D 5 that we think such a
change over the course of spectroscopy is unlikely given
our full set of measurements, meaning that the occupation
before spectroscopy is very nearly the same as that after.

APPENDIX D: EXPERIMENTAL ANALYSIS OF
SIDEBAND THERMOMETRY

1. Fitting of spectra

We extract the sideband ratio by fitting the sum of three
Lorentzians to the sideband spectroscopy data, one corre-
sponding to the carrier transition, and the other two
corresponding to the red and blue sidebands (RSB and
BSB, respectively); these fits provide the amplitudes of the
two sidebands,ABSB andARSB. Because the RSB is typically
not resolvable from the background counts for cooled atoms,
we impose the condition that the spacing between each
sideband and the carrier is equal, and that the two sidebands
have equal width. We infer the n̄ at the end of the pulse by
using the relation that the ratio between the population
transferred on the RSB to the population transferred on the
BSB is given by ARSB=ABSB¼ n̄=ð1þn̄Þ [70].
As noted in the text, and analyzed theoretically in

Sec. III, because the duration of the probe pulse is longer
than the excited state lifetime, it is possible that the probe
itself either heats or cools the atoms when probing the BSB
or RSB, respectively. We discuss below how this phe-
nomenon informs our analysis for the cases of before and
after sideband cooling separately.

2. Analysis of spectroscopy before sideband cooling

In Fig. 3, we show sideband spectroscopy at the stage of
the experiment right before sideband cooling (light gray).
For these initial temperatures, the spectroscopy probe pulse
can significantly influence the n̄i. For the hottest case given
our uncertainties, the temperatures from these data corre-
spond to less than n̄a ¼ 1.3 (n̄r1;r2 ¼ 3) in the axial (radial)
directions according to the master-equation model of
cooling and heating achieved during the probing. We
use these as bounds on our initial temperatures.

(a) (b)

FIG. 7. Master-equation calculations. (a) Ground-state popu-
lation (Pgs) trajectory during cooling starting from upper bounds
for the atom temperature after loading in the experiment.
Simulations carried out in the axial (radial) direction for Rabi
frequencies of 8.5 kHz (65 kHz) with a confidence interval of
�2.5 kHz (�10 kHz) denoted by gray region. (b) We simu-
late the spectra for the axial and radial probing parameters for
varying initial n̄ (x axis). We then fit the resulting simulated
spectra identical to how we fit our data in order to extract the
fitted n̄ (y axis). At low initial n̄r1;r2, no further cooling is
achieved given the probe parameters (i.e., the initial value is at or
below the equilibrium value associated with the probe frequency
being at the RSB frequency).
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3. Analysis of spectroscopy after sideband cooling

After sideband cooling, we observe the three spectra
displayed in Fig. 3 of the main text. The master-equation
results of Fig. 7(b) in the linear regime suggest the n̄i after
cooling, but prior to probing, can be a factor of 3.76 (1.23)
higher than the fitted n̄i extracted after probing. However,
as we describe below in Appendix D 5, given the cooling
duration, probe duration, and final observed sideband
assymmetries, these factors would suggest n̄r1;r2 and n̄a
before sideband cooling that are inconsistent with the
spectroscopy measurements before sideband cooling.
Given this full set of information, we incorporate the
master-equation result so that our error bars reflect the
hottest possibility. For quoting the center values of n̄r1;r2;a,
we assume that the RSB height is unchanged during
spectroscopy, while we correct for the observed 30%
change in the BSB height as discussed in the main text.

4. Influence of laser frequency noise

The finite linewidth of our 689-nm laser results in a
reduced scattering rate from the sidebands during both
cooling and sideband thermometry. This reduced scattering
rate is evident from the reduced sideband excitation
fraction measured in our thermometry scans. We estimate
the linewidth of the laser to be 10–20 kHz based on the
observed widths of spectroscopic features. This range
includes the effects of both short-term variations in the
laser frequency and drifts over the course of a data set.
The primary effect of this laser noise on the cooling is to
increase the length of time it takes to reach equilibrium,
which motivates our long cooling duration compared to the
timescales reflected by Fig. 7. For the spectroscopy, it
reduces the transfer fraction on the sidebands.

5. Data-based expectation of probe’s effect
on temperature

Using our spectroscopy data, we can form an expectation
for the degree to which the probe influences the perceived
height of the RSB using the spectroscopy before and after
sideband cooling. The initial temperature is less than
n̄r1;r2 < 3 in each radial direction and n̄ax < 1.3 in the
axial, while at the end of probing we observe n̄r1;r2 < 0.2
and n̄ax < 0.1 (excluding the master-equation increase
of the error bars). From a rate equation picture, we
would expect the ground-state fraction follows an
exponential during the combined cooling and probe
sequence. That is, we assume the ground-state fraction
along an axis i varies during interrogation on the RSB
as Pi

gsðtÞ ¼ ΔPi
gsð1 − e−t=τ

iÞ þ Pi
gs;in, where ΔPi

gs is the
change in ground-state fraction in the long-time limit, Pi

gs;in

is the initial ground-state fraction, and τi the exponential
timescale. We can constrain ΔPi

gs and Pi
gs;in based on our

measurements of initial and final ground-state occupation

from the spectroscopy of each axis. Accordingly, cooling
that occurs during probing is less than 2% of a quantum
along the radial direction for all possible τi, and much less
than 1% of a quantum along the axial direction. The master-
equation calculation in Fig. 7 is consistent with this
conclusion of minimal perturbation (i.e., the change in
the ground-state fraction over the last 100 μs of cooling
is very small), but the in situ thermometry includes all
possible effects that reduce our cooling rate below the
optimal case, such as laser frequency noise. We note that
this one-dimensional analysis relies on negligible cross-
coupling, as justified in Sec. III.

APPENDIX E: MODELING OF THE
TRANSITION SHIFTS

To model the dependence of the transition shift of the
1S0 ↔ 3P1, m ¼ 0 transition, we must determine the
eigenvalues of the 3P1 manifold. These are determined
by the full Hamiltonian H for the excited state,

H ¼ HB⃗ þHE⃗; ðE1Þ

where we have broken up the expression componentwise
into the magnetic-field part HB⃗ and electric-field part HE⃗.
The magnetic component can be written in the standard
fashion,

HB⃗ ¼ μBgJJ⃗ · B⃗; ðE2Þ

where J⃗ is the sum of the electron spin and orbital angular
momentum, B⃗ is the applied magnetic field, μB is the
Bohr magneton, and the gyromagnetic ratio gJ ¼ 3=2.
Meanwhile, the electric component can be written as [81]

HE⃗ ¼ −
1

4
jEj2

�
αse − iαve

ðϵ⃗� × ϵ⃗Þ · J⃗
2J

þ αte
3(ðϵ⃗� · J⃗Þðϵ⃗ · J⃗Þ þ ðϵ⃗� · J⃗Þðϵ⃗ · J⃗Þ)− 2J2

2Jð2J − 1Þ
�
; ðE3Þ

where ⃗ϵ is the tweezer polarization in the basis of spherical
components, jEj2 is the norm squared of the electric field,
and αse, αve, αte are the scalar, vector, and tensor polar-
izabilities, respectively.
To confirm the perturbative description in the text, we

perform exact diagonalization of H (Fig. 8). From this
model, we can extract approximate values of αse and αte
based on the data shown in Fig. 2(c) of the main text,
assuming zero ellipticity in the trap, exact knowledge of our
tweezer waist, and with knowledge of the ground-state
polarizability. We note that approximate polarizability
values are consistent with an ab initio calculation of the
polarizabilities [82] at the 25% level when using a ground-
state polarizability also extracted from this calculation.
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Importantly, Fig. 8 confirms our interpretation of the data
and perturbative description: there is linear sensitivity at
zero angle between the tweezer and magnetic field, there is
magic behavior over a range of tweezer depths at the magic
angle, and at reduced magnetic fields the tweezer depth can
lead to nonperturbative shifts and breaking of the magic-
angle suppression. The key advantage of this technique is
that it depends only on the relative sign and magnitude of
the scalar and tensor shift as opposed to their exact values,
and can be achieved by appropriate application of a
magnetic field.
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