Machine Learning Makes High-Resolution Imaging Practical

A new acoustic technique involving machine learning could lead to cheaper and faster high-resolution medical imaging.

By Mark Buchanan

When making an image with light waves or sound waves, you can't capture details smaller than the wavelength unless you use some clever tricks. These tricks often require great expense and computational power, but a new technique using machine learning is much simpler and better suited to situations where modifying the object to be imaged is not possible [1]. The method captures details as small as 1/30 of the wavelength employed and should be useful in areas such as biomedical imaging and nondestructive materials testing.

The conventional limitation on resolution for a given wavelength is called the diffraction limit, and it arises because of an important difference between the so-called near-field and far-field waves either emitted by or reflected from an object. The far-field waves, which travel long distances, contain information about features larger than a wavelength. The near-field waves carry information on finer scales but die away before traveling very far and therefore don't reach lenses that might gather the waves to produce an image.

To overcome this problem, researchers in the past have placed some secondary objects near the object to be imaged. These secondary objects have the correct size and shape to serve as resonant cavities that amplify the near-field waves, re-radiating the information on the object's finer details in the form of nondecaying waves. However, the creation of a final image from this re-radiated information has required sophisticated technology and intensive processing, and such methods acquire images only slowly. Other methods require less processing but need radiating elements to be placed inside the object to be imaged [2] and so don't allow for a noninvasive technique that would be useful for medical imaging. Romain Fleury and Bakhtiyar Orazbayev of the Swiss Federal Institute of Technology in Lausanne (EPFL) have now developed an imaging system that uses external, secondary resonators but needs far less computing power than previous methods.

The researchers first showed that the idea works with model calculations and then demonstrated it in experiments using 1.3-meter-wavelength sound waves. They used 64 small

Spheres as megaphones. A new acoustic imaging technique uses a disordered set of plastic spheres to amplify short-wavelength sound waves in combination with machine learning to reduce the complexity and computational power needed for high-resolution imaging. This drawing shows the $8 \times 8$ array of speakers producing the audio equivalent of an image of the number seven.
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Credit: B. Orazbayev/EPFL

speakers arranged in an $8 \times 8$ array roughly $25 \times 25$ cm in size. Rather than aim these speakers at an object to be imaged, the team treated them like a set of pixels whose individual “bright” or “dark” states could be produced by controlling each speaker’s loudness. They broadcast the audio equivalent of an image that played the role of the sound signal produced in a conventional imaging system.

For the images, the researchers selected from a database of 70,000 handwritten variations on the numbers 0 through 9. The digits contained some features that were about 30 times smaller than the diffraction limit. For the secondary elements, the team used thirty-nine 10-cm-diameter plastic spheres, each with a small hole in its surface, which allowed sound waves to resonate inside. These spheres were collected in a mesh bag in front of the speaker array.

For a series of randomly chosen digits, Fleury and Orazbayev recorded the amplitude and phase of the arriving sound with microphones at four locations a few meters away. Two different machine-learning algorithms used these raw data to learn—one trying to reconstruct the pattern as accurately as possible and the other trying to classify it as one of the ten digits. The algorithms first trained on a set of known signals and then were tested with new signals not found in the training set.

Working first in the absence of the intermediate spheres, Fleury and Orazbayev found that the algorithms performed poorly. However, in the presence of the spheres, the algorithm aiming to reconstruct the images did so effectively, and the one aiming to classify the digits achieved an accuracy of 79.4%. “We were actually surprised by how well the method worked,” says Fleury.

In medical imaging, the researchers suggest, the algorithms would be trained not on numbers but on a database of known biological structures. The algorithms could then recognize similar structures that they hadn’t seen before and would require little time or processing power to do so.

“This is an important and beautiful piece of work,” says optics and acoustics expert Sébastian Guenneau of Imperial College London and the French National Center for Scientific Research (CNRS) in Paris. “Essentially it shows that you can beat constraints imposed by the laws of physics by using some machine-learning algorithms.” He believes the technique will likely have diverse uses in areas ranging from cancer detection to seismic monitoring to acoustic tomography in early pregnancy tests.

This research is published in Physical Review X.
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