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Contact with the environment usually destroys the delicate operations of a quantum computer, but
engineered dissipative processes may allow for a more robust preparation and processing of quantum
states.
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When riffle-shuffling a deck of 52 cards, seven shuffles
are necessary to arrive at a distribution of playing cards
that is, to a large degree, independent of the initial order-
ing. The fact that initial correlations survive if the deck
is only shuffled a few times and disappear suddenly after
seven shuffles is well known by magicians, who use this
phenomenon in card tricks to amaze their audience. In a
paper in Physical Review Letters[1], Michael Kastoryano
of the Free University of Berlin, Germany, and colleagues
show how this effect can be leveraged for quantum infor-
mation processing.

Quantum information science uses phenomena such as
superpositions and entanglement to devise quantum de-
vices capable of performing tasks that cannot be achieved
classically. These applications are typically based on uni-
tary dynamics (that is, time evolutions that are governed
by the Schrödinger equation). One big practical problem
hindering the operation of such devices in the quantum
regime is dissipation caused by the interaction of the sys-
tem with its environment. In the last several years, a
new approach to quantum information processing has led
to a rethinking of the traditional concepts that rely on
unitary dynamics alone and avoid dissipation uncondi-
tionally: instead, these new protocols harness dissipative
processes for quantum information science.

Actively using dissipation in a controlled way opens
up interesting new possibilities and has important advan-
tages: dissipative protocols are robust and, as explained
below, allow one to prepare a desired quantum state, ir-
respective of the initial state of the system. However, the
underlying processes are intrinsically probabilistic and
time independent. In general, it is therefore not clear
how to incorporate them in the existing framework of uni-
tary quantum information processing. One route around
this difficulty is to embrace the probabilistic and time-
independent nature of these processes and use specifically

designed dissipative architectures (see, for example, Ref.
[2]), but so far there are very few, and these schemes
are conceptually very different from unitary protocols.
Protocols based on unitary dynamics typically require
precise timing and operations, which are conditioned on
previous ones. The work by Kastoryano et al. shows
how dissipative processes can be timed and used in a
conventional way without losing the specific advantages
of dissipative schemes [1].
The unitary time evolution (Fig. 1) of a pure quan-

tum state |ψ〉 under a Hamiltonian Ĥ is governed by
the Schrödinger equation i h̄ |Ψ̇(t)〉 = Ĥ |Ψ(t)〉. Ac-
cordingly, a unitary time evolution U(t) = e− iĤt

h̄ trans-
forms a pure state |Ψin〉 always into another pure state
|Ψout〉 = U(t) |Ψin〉. Consider, for example, a sys-
tem with spin states | ↑〉 and | ↓〉. The Hamiltonian
Ĥ = h̄κ( |g〉〈e |+ |g〉〈e |) causes the spin to flip. If
acting for a time t = π/2κ, it transforms | ↑〉 into | ↓〉
and | ↓〉 into | ↑〉.
Dissipative processes, in contrast, can turn a pure state

into a mixed one that is described by a density matrix ρ,
representing a statistical mixture. A dissipative time evo-
lution is governed by a master equation (i.e., an equation
of motion for the reduced density operator of a subsystem
that interacts with an environment; the dynamics of the
system is obtained by tracing out the degrees of freedom
of the environment). Here we consider Markov processes
(that is, “memoryless” ones) that are described by a time-
independent Liouvillian master equation ρ̇ = L(ρ) with
L(ρ) = Γ(2âρâ+ − â+âρ− ρâ+â), with jump operator â
and rate Γ. It is instructive to consider, for example, the
jump operator â = | ↓〉〈↑ |. The corresponding master
equation causes a system in state | ↑〉 to relax to | ↓〉
at a rate Γ. A dissipative process of this type can be
understood as applying the jump operator â with certain
probability ρ, which is determined by Γ. If we prepare
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FIG. 1: (Top) In conventional time evolution of quantum
systems, different input states |ψin〉 lead to different output
states |ψout〉 if a unitary operation U is applied. (Bottom)
Quantum state preparation by reservoir engineering takes a
different approach. If the interaction of the system with a
bath is engineered such that |ψfin〉 is the unique steady state
of the dissipative process, then the system is driven into this
state irrespective of the initial state initiating the evolution
paths ρ1, ρ2, etc. (APS/C. Muschik)

our system in state | ↑〉 and wait a short while, we don’t
know whether there has already been a quantum jump
| ↑〉 → | ↓〉 or not, hence the resulting quantum state is
a mixed one ρmixed = p | ↓〉〈↓ |+ (p− 1) | ↑〉〈↑ |. (The
steady state can be still a pure one, | ↓〉 in this exam-
ple.) Because of this intrinsically probabilistic feature,
dissipative processes are difficult to time. Kastoryano
and colleagues develop new tools that allow one to use
dissipative processes in such a way that the desired tran-
sitions occur at very well-defined points in time (Fig. 2).

The key to dissipative protocols is to tailor the interac-
tion between the system and a bath such that a specific
desired jump operator â is realized. This jump opera-
tor is chosen such that the target state ρfin is the unique
steady state of the dissipative evolution L(ρfin) = 0. For
dissipative quantum computing [3], the result of the cal-
culation is encoded in ρfin, and if the goal is quantum
state engineering, ρfin can be, for example, an entangled
[4] or topological state [5].

This state is reached regardless of the initial state of
the system. Should the system be disturbed, the dissi-
pative dynamics will bring it back to the steady state
ρfin. This is impossible for unitary dynamics. In the
unitary case, imperfect initialization inevitably leads to
deviations from the desired final state. Therefore “re-

FIG. 2: Using the protocols developed by Kastryano et al.[1],
dissipative quantum information processing can be performed
by engaging Markov processes in a precisely time-ordered
fashion. Imagine a relay race in which one runner hands a
baton to a second runner. In a similar way, quantum states
evolving according to Liouville operators L1 and L2 can trig-
ger each other. In this example runner L1 starts at t0 and
ends at t1, where runner L2 takes over until t2 (shown as
the finish line, but this process could be repeated over more
sequences). Normally, dissipative evolutions cannot be timed
in that way, but the protocols developed by Kastoryano et
al. allow one to perform dissipative operations sequentially
at specific points in time during well-defined time windows.
(APS/Carin Cain)

liable state preparation,” the second of the five criteria
that DiVincenzo established for a scalable quantum com-
puter [6], was for a long time considered a fundamental
requirement for quantum information processing.
Kastoryano et al. extend the toolbox of dissipative

quantum information processing by introducing devices
for timing this type of process exactly. More specifically,
they introduce schemes for (i) preparing a quantum state
during a specified time window and (ii) for triggering
dissipative operations at specific points in time. The au-
thors use these tools for demonstrating a dissipative ver-
sion of a one-way quantum computation scheme [7]. The
central ingredient that is used here is a very interesting
mechanism called the “cutoff phenomenon.” Stochastic
processes that have this cutoff quality exhibit a sharp
transition in convergence to stationarity. They do not
converge smoothly to the stationary distribution during
a certain period (if the initial state is far away from the
stationary state) but instead converge abruptly (expo-
nentially fast in the system size) at a specific point in
time. This behavior was first recognized in classical sys-
tems [8]. An intriguing classical example is the shuffling
of playing cards outlined above.
This type of mechanism has now been investigated in

the quantum setting. In earlier work [9] by some of the
authors of the new paper, the cutoff phenomenon is intro-
duced for quantum Markov processes using the notions
of quantum information theory. This provides a quan-
titative tool to study the convergence of quantum dissi-
pative processes. In Ref. [1], Kastoryano et al. employ
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this quantum-version of the cutoff phenomenon to start
and end dissipative processes at specific points in time,
thus allowing for the integration in the framework of reg-
ular quantum information architectures. In future, these
kinds of tools might also become important for new dissi-
pative quantum error correcting schemes and may point
towards new insights regarding passive error protection.

Quantum reservoir engineering is a young and rapidly
growing area of research. Several protocols have been de-
veloped including dissipative schemes for quantum com-
puting [3], quantum state engineering [10], quantum re-
peaters [2], error correction [11], and quantum memories
[12]. Dissipative schemes for quantum simulation [13]
and entanglement generation [4] have already been exper-
imentally realized. Actively using dissipative processes is
a conceptually interesting direction with important prac-
tical advantages. The results presented in Ref. [1] add
new tools for exploiting and engineering dissipative pro-
cesses and provide the linking element for incorporating
dissipative methods into the regular framework of quan-
tum information processing.
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