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We demonstrate atom interferometers utilizing a novel beam splitter based on sequential multiphoton Bragg diffractions. With this sequential Bragg large momentum transfer (SB-LMT) beam splitter, we achieve high contrast atom interferometers with momentum splittings of up to 102 photon recoil momenta (102\(\hbar k\)). To our knowledge, this is the highest momentum splitting achieved in any atom interferometer, advancing the state-of-the-art by an order of magnitude. We also demonstrate strong noise correlation between two simultaneous SB-LMT interferometers, which alleviates the need for ultralow noise lasers and ultrastable inertial environments in some future applications. Our method is intrinsically scalable and can be used to dramatically increase the sensitivity of atom interferometers in a wide range of applications, including inertial sensing, measuring the fine structure constant, and detecting gravitational waves.

PACS numbers: 03.75.Be, 03.75.Dg, 06.30.Gv, 37.25.+k

DOI: 10.1103/PhysRevLett.107.130403

102\(\hbar k\) Large Area Atom Interferometers

Atom interferometry has proven to be a powerful tool for precision metrology [1]. Light-pulse atom interferometers [2,3], which use two-photon Raman transitions as beam splitters (\(\pi/2\) pulses) and mirrors (\(\pi\) pulses) for the atoms, have demonstrated the capability to be precise inertial sensors [4–7] and to precisely measure the fine structure constant [8]. Additionally, atom interferometry is a promising means to test general relativity [9] and to detect gravitational waves [10,11].

The full potential of atom interferometric sensors has yet to be realized due to the relatively modest performance of the existing atom optics: the sensitivity of an atom interferometer typically scales linearly with the space-time area enclosed by the interferometer [1], whereas two-photon Raman transitions provide momentum separation of only 2 photon recoils of momentum (2\(\hbar k\), where \(k\) is the wave number of the light). A long-standing goal has been to increase the interferometer area through the use of beam splitters that transfer many photon recoils of momentum. Such beam splitters have been achieved by applying sequential two-photon Raman transitions [12] and alternatively by applying a single multiphoton Bragg diffraction [13]. However, the degree to which these methods are scalable has been limited by population loss for a large number of two-photon Raman pulses and by the prohibitive intensity requirements for higher order Bragg pulses [14]. Another promising method for achieving scalable beam splitters involves transferring momentum to the atoms through Bloch oscillations in an optical lattice [15–18]. This approach, however, currently reaches 24\(\hbar k\) and is limited mainly by the spatial extent of the atomic cloud and the wave front distortion of the beams.

In this work, we demonstrate that appropriately configured sequences of optical pulses used in conjunction with evaporatively cooled ensembles of atoms can be used to realize very large momentum transfer atom optics. In particular, we demonstrate coherent atom optics capable of delivering nearly 1 m/s velocity kicks to atomic wave packets, corresponding to a momentum transfer of 102\(\hbar k\).

We operate a Mach-Zehnder interferometer consisting of an initial beam splitter sequence to split a cold cloud from a Bose-Einstein Condensate (BEC) into two wave packets with different momenta, a mirror sequence to redirect the wave packets toward each other, and a final beam splitter sequence to interfere the wave packets [Fig. 1(a)]. The use of a BEC atom source mitigates interference contrast loss from transverse and longitudinal atom source velocity spread. Each beam splitter and mirror sequence is a composite of a number of multiphoton Bragg pulses (sequential Bragg large momentum transfer, SB-LMT), with the first and last pulses of the interferometer being \(\pi/2\) pulses and the rest being \(\pi\) pulses [19]. An \(n\)th
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**FIG. 1** (color online). (a) Depiction of a sample pulse sequence and the corresponding trajectories of the interfering wave packets. The thick lines illustrate the wave packet trajectories, while the thin line in the bottom portion of the figure represents the temporal intensity profile of the pulse sequence. This particular sequence has SB-LMT beam splitters consisting of three \(6\hbar k\) pulses, corresponding to a total momentum splitting of 18\(\hbar k\). The first and final pulses of the sequence are \(\pi/2\) pulses, and the middle nine pulses are \(\pi\) pulses. Each pulse has a Gaussian temporal profile. (b) The energy-momentum diagram of \(6\hbar k\) Bragg transition driven by two counter-propagating beams (green and red).
order multiphoton Bragg pulse can be understood as a $2n$-photon process that couples two momentum states separated by $2nhk$, creating an effective two-level system [Fig. 1(b)] [20]. Figure 2 shows an image of the two wave packets after a 30$hk$ SB-LMT beam splitter and an image of a single wave packet given a 30$hk$ momentum kick.

To produce the BECs, we use the apparatus described in [21–23]. Approximately $10^8$ $^{87}$Rb atoms are loaded into a time-orbiting potential (TOP) trap. Evaporative cooling yields a BEC of $\sim 3000$ atoms in the $|F = 2, m_F = 2\rangle$ state with temperature $\sim 4$ nK. The atoms are detected using absorption imaging with a CCD camera. The spatial resolution of the imaging system is 2.5 $\mu$m, allowing us to clearly resolve populations in different momentum states using time-of-flight imaging. To minimize the effect of stray magnetic fields on the atoms, we transfer the population in other Zeeman states is pulled away from the relaxed TOP trap. After switching off the TOP trap, the population in other Zeeman states is pulled away from the interferometer interrogation region by magnetic dipole forces by a short current pulse in the quadrupole magnetic coils. At the beginning of the interferometer sequence, the cloud has $1/e$ radius $\sim 8$ $\mu$m. (Note that the 30$hk$ and 102$hk$ interferometer sequences described below do not start at identical delays from the cloud generation).

To generate the laser beams for the atom optics, we use the fiber-coupled output of a tunable Titanium-sapphire laser having $\sim 300$ mW output power. The laser beam is split evenly into two paths, each of which passes through an acousto-optic modulator (AOM) to adjust the frequency offset and amplitude. The two paths are directed so as to, respectively, form the downward (top beam) and upward (bottom beam) propagating atom optics beams. The offset frequencies of the top beam ($f_1$) and the bottom beam ($f_2$) are controlled by an FPGA-controlled direct digital synthesizer (DDS) system.

The atom optics beams have Gaussian spatial profiles with waists of 1.5 mm, and with lin || lin polarization configuration. We adjust the power coupled through the fiber so that the top (bottom) beam contains approximately 100 mW of power before being diffracted by the AOM. The laser frequency is tuned between 27 and 200 GHz below the 780 nm $D_2$ ($F = 2 \rightarrow F'\pi = 3$) transition. We use closer detunings for higher order Bragg pulses, which require larger two-photon Rabi frequencies [14,24,25].

We shape the Bragg pulses to have Gaussian temporal profiles by shaping the amplitude at which we drive the AOMs with an AFG3102 Tektronix arbitrary function generator (AFG). A variable attenuator (Mini-Circuits ZAS-3) allows us to separately control the AOM frequencies and amplitudes with inputs from the DDS and the AFG, respectively. The use of Gaussian pulses instead of square pulses allows for a significantly improved transfer efficiency [13,14].

The sequences we implement use individual Bragg pulses that transfer 6–20 $hk$ of momentum, with sequential pulses spaced by 200 $\mu$s. The full width half maximum (FWHM) of each pulse is $\sim 100$ $\mu$s. To specify whether a particular pulse is a $\pi$ pulse or a $\pi/2$ pulse, we set its amplitude appropriately. We chirp $f_1$ to compensate for gravity, and we use piecewise adjustments of $f_2$ to set each pulse to be on resonance with the targeted wave packet.

Using SB-LMT beam splitters and mirrors consisting of 6$hk$ pulses, we realize interferometers with momentum splittings of up to 102$hk$, an order of magnitude increase over previous atom interferometers [13,17]. For the 102$hk$ interferometer, each SB-LMT beam splitter consists of 17 pulses, and the mirror sequence consists of 33 pulses. Mainly due to the vibration of the folding mirror $\sim 1$ $\text{m}$ above the optical table, laser phase noise is too large to allowing us to scan an interference fringe, which in the absence of such noise could be achieved by systematically varying the chirp rate of $f_1$ and observing the corresponding oscillations in the difference between the populations in the two output ports (6$hk$ and 0$hk$ momentum states) of the interferometer. In our case, laser phase noise is too large to drive full amplitude fluctuations of this population difference with the chirp rate of $f_1$ held constant. By observing the amplitude of these fluctuations, we can estimate the contrast of the interferometer, which is the maximum observed value of the normalized population difference between the two output ports. Figure 3 shows images illustrating the population fluctuating between the two interferometer output ports for 6$hk$ and 0$hk$ interferometers, respectively. Figure 3(e) shows the $\sim 5\%$ diffraction efficiency fluctuation of a $\pi/2$ pulse. In a full interferometer, this leads to an inferred $\sim 1\%$ fluctuation in the normalized population difference between the outputs [26], which is a small effect compared to the observed

![FIG. 2 (color online). (a) Absorption image of the cloud after the application of a 30$hk$ SB-LMT beam splitter. The beam splitter consists of five sequential 6$hk$ pulses (one $\pi/2$ pulse, four $\pi$ pulses). The image is taken after 4 ms time-of-flight from the application of the first pulse, corresponding to a wave packet separation of 600 $\mu$m. The faint spots between the two main wave packets arise from pulse inefficiency due to imperfections. (b) Image of the cloud after the application of five consecutive 6$hk$ $\pi$ pulses, effectively forming a 30$hk$ SB-LMT $\pi$ pulse. Each 6$hk$ $\pi$ pulse has an efficiency of 94%, corresponding to a total efficiency of $\sim 73\%$ for the five pulse sequence. False color red corresponds to a higher atom density [33]. The images in this figure have been rotated by 90°.](image)
The effects of wave front distortions are proportional to the number $N$ of photon recoils transferred to the atoms, which is consistent with the fact that the observed contrast is lower for 102$hk$ SB-LMT beam splitters. A top view of the cloud would allow us to resolve the resulting spatially dependent interference pattern—however, since we image the cloud from the side, we see an apparent decrease in contrast.

For this work, the momentum separation we can achieve in an interferometer is not limited by the degradation of contrast, but rather by population loss. We observe that the maximum efficiency per photon recoil transferred is achieved by using 6$hk$ pulses. Each 6$hk$ $\pi$ pulse has an efficiency of 94% (which is $\sim$99% per $hk$), leaving us with 0.94$^{34} \sim 10\%$ of the original atom number after a 102$hk$ interferometer, since each arm of the interferometer undergoes 34 pulses. We believe that the inefficiency is due to the instability of the two-photon Rabi frequency. We expect that future experiments can improve the diffraction efficiency by implementing robust laser frequency and intensity stabilization feedback loops, and by individually optimizing the parameters of each pulse [27].

We do not observe significant diffraction efficiency change over this range of population difference, which indicates that the mean field shift [28] is not a concern in our case. Note also that fluctuations in the mean field shift from shot to shot can cause noise in the output phase of an interferometer or in the differential phase between two conjugate interferometers. Given our estimated mean field-induced frequency shift of $\sim 10$ Hz and our interferometer interrogation times of $\sim 10$ ms, this does not currently limit us (see discussion below). The use of dense samples in this work is dictated by our detection scheme, and in future work, dilute ensembles can be used to mitigate mean field effects (including phase diffusion [21,29]).

Common mode noise cancellation between simultaneous interferometers is used to take advantage of the extraordinary sensitivity of LMT atom optics while providing immunity from vibration-induced phase noise [5,30]. Here, we implement simultaneous interferometers with 30$hk$ SB-LMT beam splitters to demonstrate the noise cancellation capability of SB-LMT. For the 30$hk$ SB-LMT interferometer, in addition to the previously mentioned nearly full contrast, enough atoms remain after the interferometer sequence to allow us to divide the initial population into two simultaneous, topologically identical interferometers separated vertically by $\sim 70$ $\mu$m: a single 6$hk$ $\pi/2$ pulse splits the sample into two clouds, which subsequently spatially separate during a drift time of 2 ms. After this drift time, we apply the interferometer pulse

FIG. 3 (color online). (a)–(d) Examples of typical data showing images of the two interferometer output ports. (a) and (b) correspond to an interferometer with 30$hk$ SB-LMT beam splitters, while (c) and (d) correspond to an interferometer with 102$hk$ SB-LMT beam splitters. The fact that the atom clouds for the 102$hk$ interferometer are slightly larger than the clouds for the 30$hk$ interferometer is due to the fact that the detection time was later for the 102$hk$ interferometer than for the 30$hk$ interferometer (respectively 21 and 12 ms after the production of the cold cloud, so that in each case the atoms would return to our imaging region at the time of detection), which gives the clouds more time to thermally expand. (e) Histogram of population difference of single $\pi/2$ pulse and a normal distribution with 5% diffraction efficiency variation (standard deviation). (f) Histogram of population difference of a 102$hk$ interferometer, and a synthesized distribution of an interferometer output with 18% contrast and randomly varying phase from shot to shot (red curve). The 30$hk$ interferometer output has a similar distribution with 70% contrast.

$\sim 20\%$ fluctuation for a 102$hk$ interferometer. A histogram depicting the distribution of this $\sim 20\%$ fluctuation is shown in Fig. 3(f). This distribution is consistent with a sinusoidal fringe with randomly varying phase from shot to shot. The respective maximum wave packet separations for the 30$hk$ and 102$hk$ interferometers are 200 $\mu$m and 2 mm.

With 30$hk$ beam splitters we observe 70% contrast. Even with 102$hk$ beam splitters, we observe a contrast of 18%, which is significantly better than previous work with 24$hk$ beam splitters [13]. The increase in contrast is due to the narrow velocity distribution of our cloud, which results in high transfer efficiency, and to the small cloud size, which reduces influences from wave front distortions. Nevertheless, wave front distortions are likely responsible for the fact that we see less than full contrast with 102$hk$ SB-LMT beam splitters. As discussed in detail in [11], wave front distortions can lead to a spatially dependent interferometer phase shift across the cloud. For instance, for 102$hk$ beam splitters, a wave front distortion across the atom cloud of magnitude $\sim \lambda/100$ leads to a spatially dependent phase of magnitude $\sim 2\pi$. Note that the contribution of wave front distortions to the interferometer phase shift is coupled to the transverse motion of the atoms, since in the absence of any transverse motion the phase imparted by wave front distortions would cancel as a common mode between the two arms of the interferometer.
of magnitude [4,32]. Moreover, \(100\ h/k\) beam splitters can allow for highly sensitive inertial sensors that can fit in a spatially compact interrogation region, making them readily transportable outside of the laboratory. For instance, with \(\sim 30\ \text{ms}\) pulse spacings, a signal to noise ratio of 100:1 per shot, and one shot per second, an accelerometer with sensitivity \(\sim 10^{-9}\ \text{g}/\sqrt{\text{Hz}}\) could be achieved with a \(\sim 1\ \text{cm}\) interrogation region. Also, by using an interferometer geometry analogous to that described in [30] with \(\sim 100\ h/k\) beam splitters, \(\sim 1\ \text{s}\) pulse spacings, a flux of \(10^9\ \text{atoms/s}\), a shot-noise-limited measurement of \(h/n_{\text{Rb}}\) would have a sensitivity of \(\sim 10^{-12}\ h/n_{\text{Rb}}/\sqrt{\text{Hz}}\), allowing for a greatly improved determination of the fine structure constant [8,30]. In addition, the proposed AGIS-LEO mission, which will use satellite-based atom interferometers in low-Earth orbit to detect gravitational waves, requires \(\sim 100\ h/k\) beam splitters to reach its design sensitivity [11].

Our realization of such beam splitters in the laboratory is thus an important milestone in this effort. Finally, with technical improvements such as better wave front quality, brighter atom sources, and higher pulse efficiency, we see no impediments to scaling this method to larger momentum transfer, perhaps in excess of 1000\(h/k\).
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FIG. 4 (color online). Parametric plot of simultaneous \(30h/k\) interferometer outputs. The upper interferometer output is plotted on the \(x\) axis while the lower interferometer is plotted on the \(y\) axis. The off-diagonal line shows the expected correlation between two simultaneous interferometers having phase difference \(\pi\) with 70% contrast, and the dashed curves show the atom shot noise (there are 250 atoms per interferometer at the time of detection). (a)–(c) Typical images at various relative phases. The lower spots correspond to the two output ports of the upper interferometer, while the upper spots correspond to the two output ports of the lower interferometer. Since the two interferometers are addressed by the same laser beams, the contributions from laser phase noise and from accelerations (e.g., gravity) to the difference \(\Delta \phi_{\text{upper}} - \Delta \phi_{\text{lower}}\) between the phase shifts of the two interferometers cancels as a common mode [31]. The difference \(\Delta \phi_{\text{upper}} - \Delta \phi_{\text{lower}}\) is sensitive to the local gravity gradient [5,6], but in our case this contribution is too small to be resolved due to the short baseline separating the two interferometers. Thus, the lone non-negligible contribution to \(\Delta \phi_{\text{upper}} - \Delta \phi_{\text{lower}}\) arises from the fact that initial populations for the two interferometers occupy two different input ports. Namely, the population in the upper interferometer is initially in state \([0h/k]\), while the population in the lower interferometer is initially in state \([6h/k]\), so that \(\Delta \phi_{\text{upper}} - \Delta \phi_{\text{lower}} = \pi\). Our data are consistent with this result—that is, we observe the respective population differences of the \(6h/k\) and \(0h/k\) output ports of the two interferometers fluctuating out of phase, as shown in Fig. 4. This demonstrates that the common mode cancellation of laser phase noise works as expected for SB-LMT beam splitters. This common mode cancellation is crucial to future experiments with large-area atom interferometers, such as those proposed in [10,11]. As indicated in Fig. 4, the common mode noise cancellation works well enough so that fluctuations in \(\Delta \phi_{\text{upper}} - \Delta \phi_{\text{lower}}\) occur at the level of atom shot noise. Future work will explore the limitations and requirements of the common mode noise cancellation [6,10,11].

To put our results into perspective, we consider their implications for several future experiments. The 10 m atomic fountain at Stanford will allow for pulse spacings of \(\sim 1\ \text{s}\) [3], which with \(100\ h/k\) beam splitters corresponds to meter-scale wave packet separations. With a flux of \(10^9\ \text{atoms/s}\), the shot-noise-limited acceleration sensitivity of such an interferometer is \(\sim 10^{-13}\ \text{g}/\sqrt{\text{Hz}}\), surpassing the current state-of-the-art by multiple orders
Specifically, where $j$ is a positive integer, the initial beam splitter sequence consists of a single $\pi/2$ pulse followed by $j - 1$ $\pi$ pulses. The $\pi/2$ pulse splits the cloud into two wave packets, while the $\pi$ pulses accelerate the diffracted wave packet upward. The mirror sequence consists of $2j - 1$ $\pi$ pulses, the first half of which decelerate the upper wave packet and the latter half of which accelerate the lower wave packet. The final beam splitter sequence consists of $j - 1$ $\pi$ pulses to decelerate the lower wave packet followed by a single $\pi/2$ pulse to recombine and interfere the two wave packets. If each Bragg pulse transfers $n$ photon recoils ($n\hbar k$), then the total momentum splitting between the arms is $N\hbar k$, where $N = j \times n$.