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Hot carriers at metal surfaces can drive nonthermal reactions of adsorbates. Characterizing non-
equilibrium statistics among various degrees of freedom in an ultrafast time scale is crucial to understand
and develop hot carrier-driven chemistry. Here we demonstrate multidimensional vibrational dynamics of
carbon monoxide (CO) on Cu(100) along hot-carrier induced desorption studied by using time-resolved
vibrational sum-frequency generation with phase-sensitive detection. Instantaneous frequency and
amplitude of the CO internal stretching mode are tracked with a subpicosecond time resolution that is
shorter than the vibrational dephasing time. These experimental results in combination with numerical
analysis based on Langevin simulations enable us to extract nonequilibrium distributions of external
vibrational modes of desorbing molecules. Superstatistical distributions are generated with mode-
dependent frictional couplings in a few hundred femtoseconds after hot-electron excitation, and energy
flow from hot electrons and intermode anharmonic coupling play crucial roles in the subsequent evolution
of the non-Boltzman distributions.
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Hot-carrier induced surface reaction of adsorbates on
metal is triggered nonthermally by high-temperature elec-
trons, which are generated by irradiation of metal with an
intense femtosecond laser pulse [1–13] or by excitation of
the localized surface plasmon of metallic nanoparticles
[14–17]. Ultrafast energy transfer from electrons in metal to
adsorbate nuclear degrees of freedom (DOF) via non-
adiabatic coupling [18–25] is of fundamental importance
because it induces novel surface reactions [14,26,27].
Despite extensive studies at flat metal surfaces over

decades [26], our understanding of the ultrafast energy flow
during hot-carrier induced reactions is still in its infancy.
Earlier two-pulse correlation studies [1,3–5,8–11,28] have
specified the time scale of reactions and provided rich
information on energy partitioning in desorption by product
state analysis but were incapable of probing vibrational
dynamics. Ultrafast time-resolved vibrational spectroscopy,
particularly probing the internal stretching mode (S mode)
of diatomic adsorbates [12,29,30], has been used to track
excitation of external vibrational modes: frustrated trans-
lation (FT), frustrated rotation (FR), and external stretch
(ES) modes. While the frequency shift of the S mode is
dominated by coupling with the FT mode under moderate
excitation [31–35], intense fs pulse excitation leads to
larger S-mode frequency shifts due to hot-carrier driven FR
mode excitation; thus, the FR mode was considered to
trigger lateral hopping [12] and/or desorption of adsorbates
[36,37]. Because the time resolution of the time-resolved
vibrational sum-frequency generation (TR-VSFG) studies

is inherently limited by an S-mode dephasing time (∼1 ps),
it has not been possible to clarify the dynamics in the sub-ps
time scale, including the intermode coupling effects
between FR and FT as well as ES modes that are crucial
in the hot-carrier induced reactions [38–40]. Furthermore,
lack of a theoretical estimate of coupling strength between
the Smode and external modes prevents us from estimating
the excitation degrees of external modes quantitatively
from the observed S-mode frequency shift.
In contrast to a prevailing belief that mode-dependent

nonadiabatic couplings in hot-carrier induced reactions
lead to different temperatures among the vibrational modes
of adsorbate [41], recent theoretical studies on hot-carrier
induced H2 desorption have shown that all desorption
product properties are described with a single effective
temperature due to rapid vibrational energy redistribution
[23]. While this seems to be specific to light adsorbates, it
arouses a renewed interest in ultrafast statistics during hot-
carrier induced reactions: how large are their deviations
from Boltzmann distributions and their mode dependence
in the ultrafast time scale?
In this work, we have focused on hot-carrier induced

desorption of carbon monoxide (CO) on Cu(100) to clarify
the interplay of the external modes as well as their non-
equilibrium statistics in the sub-ps time scale. In several
earlier studies on the laser-induced desorption dynamics on
CO=Ruð0001Þ [29,42], the dominating mechanism has
been found to be phonon-induced desorption. Here, Cu
substrate is chosen because the small electron-phonon
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coupling in bulk Cu allows us to minimize the effect of
substrate phonons [32]. By using TR-VSFG with phase-
sensitive detection [43,44], we have measured the instanta-
neous frequency (ωCO) shift and amplitude decay of the S
mode during the hot-carrier induced desorption with a time
resolution shorter than the S-mode dephasing time. We
have further carried out Langevin simulation [25] on a
reliable multidimensional potential energy surface (PES)
[45]; comparison of calculated ωCO shifts with those
determined experimentally enables us to extract evolution
of the external modes in an unprecedented manner.
Experiments were conducted with a TR-VSFG setup

combined with an ultrahigh vacuum chamber [Fig. 1(c)]
[46]. Prior to each measurement, CO gas was dosed at
100 K on a Cu(100) single crystal, forming a saturated
monolayer confirmed by a low energy electron diffraction
[55,56]. Because pump (400 nm, 150 fs) -induced desorp-
tion decreases the coverage during the measurement, CO
was dosed continuously to keep a constant coverage [46].
The phase-sensitive measurement [57] was attained by
mixing the SFG signal from the sample and that from a
“local oscillator,” a nonlinear optical crystal, by varying
their relative phase with BaF2 wedged plates, both real and
imaginary parts of the vibrational response function can be
obtained [46].
Figure 1(d) shows pump induced changes in the real and

imaginary parts of S-mode responses as a function of
pump-IR delay time, Δt [Fig. 1(b)]. The excitation of
external modes by hot electrons manifests itself as transient

broadenings and peak shifts of the band for Δt ≥ −0.3 ps.
The time evolution of S-mode vibrational polarization
perturbed by the external modes [Fig. 2(a)] can be obtained
by using the inverse Fourier transform of the distorted
spectra [44,46]. Hereafter, we focus on the results obtained
at Δt ¼ −0.3 ps. (see Sec. II of the Supplemental
Material [46]).
Figure 2(b) shows instantaneous frequency shifts of

the S mode, ΔωCO, obtained by time-resolved Fourier
analysis of the vibrational polarization [44]. At a moderate
pump fluence, the peak frequency shows monotonic red-
shifts as a function of elapsed time after the pump pulse, tp
[Fig. 1(b)], while at the highest fluence, the peak shifts to
higher frequency after reaching the maximum red shift (at
tp ¼ 0.15 ps). The transient polarization also contains
amplitude information. Figure 2(b) (bottom) shows the
pump induced relative change of the amplitude of the
vibrational polarization RðtpÞ. The S-mode amplitude
decay is accelerated with increasing pump fluence.
To extract the time evolution of the external motions of

CO from the peak frequency shifts and amplitudes obtained
experimentally, we have carried out numerical simulations
based on the Langevin equation derived with the influence
functional method [25], which has been employed in
previous works [22,58,59]. We employ here a restricted
dimensional model with minimal degrees of freedom, Z
and θ [see Fig. 1(a)] (see Sec. IV of the Supplemental
Material for the justification of the model [46]) and a
recently presented analytical expression of the multidimen-
sional PES of CO=Cuð100Þ, SAP-PES [45]. Denoting the
coordinate Z or θ as X and its conjugate momentum as pX,

FIG. 1. (a) Coordinates used for simulating desorption dynam-
ics of CO on Cu(100): the distance of the molecular center of
mass from the surface Cu atom (Z) and the molecular tilting angle
(θ, only a tilting to [001] direction is considered). (b) Schematic
of a pulse sequence, indicating a pump-IR delay time, Δt, and a
time elapsed following the pump pulse, tp. The oscillatory curve
schematically represents S-mode polarization. Note that the
figure shows the case of Δt < 0. (c) Experimental setup for
the time-resolved SFG with a phase-sensitive detection [46].
Filter (F), local oscillator (LO), and LiNbO3 crystal (LNO).
(d) The real (broken lines) and the imaginary part (solid lines) of
the time-resolved vibrational response spectra of CO on Cu(100)
with 400 nm pump. Delay times, Δt, are indicated in the figure.

FIG. 2. (a) (Top) Time dependence of Te calculated from
the two temperature model for pump fluence of 170 J=m2.
(Bottom) Retrieved C-O vibrational coherence (polarization)
for without (black) and with (red) pump pulse irradiated at
Δt ¼ −0.3 ps. (b) Pump fluence dependence of (top) ΔωCO
estimated from the time-shifted Fourier transform of the S-mode
polarization, and (bottom) the ratio of the amplitude of the
vibrational coherence with and without pump pulse irradiation as
a function of tp, RðtpÞ.
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the working equations determining the time evolutions of X
and pX are given by

dXðtÞ ¼ pXðtÞ=MCO; ð1Þ

dpXðtÞ ¼ −f∂VðZðtÞ; θðtÞÞ=∂X þ ηXðtÞpXðtÞgdt
þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2MCOηXðtÞkBTeðtÞ
p

dWðtÞ; ð2Þ

where MCO is mass of CO (moment of inertia of CO) for
the Z coordinate (θ coordinate). V(ZðtÞ; θðtÞ) is the 2D
potential function derived from SAP-PES [shown in
Fig. 3(e)(left)], kB is the Boltzmann constant, WðtÞ is a
one-dimensional Wiener process, and ηZðtÞ and ηθðtÞ are
the friction coefficients for the Z and θ coordinates,
respectively. Time-varying electron temperature TeðtÞ
was determined separately by numerically solving the
coupled thermal diffusion equations with the experimental
laser absorbed fluence and pulse width [32,60]. The time
dependence of η was incorporated through TeðtÞ depend-
ence of the friction coefficients [25,46]. For η at 0 K, we
used the values estimated by Krishna and Tully [61] (1=3.8
and 1=13.7 ps−1 for FR and ES mode, respectively) with a
scaling factor of 2 (see Sec. IV of the Supplemental
Material [46]), and ignored their coordinate dependence
because signals come from molecules mainly confined
within the adsorption well in contrast to some previous
studies which focused on desorption yields [22,58,59].
We also estimated the Z and θ dependence of ωCO by the

normal mode analysis of the SAP-PES [Fig. 3(e)(right)].
The obtained ωCOðZ; θÞ map shows clear features: ωCO
continuously redshifts with increasing in θ at around
ΔZ ¼ 0 and blueshifts for ΔZ < 0 and ΔZ ≳ 0.5a0 at
around θ ¼ 0, where ΔZ ¼ Z − Zeq is a displacement from
the equilibrium point Zeq. (For justification of the instanta-
neous normal mode analysis see Sec. V in the Supplemental
Material [46]).
We run 3000 trajectories for each parameter after

equilibrating the system for 1 ps at 100 K and estimated
instantaneous frequencies by averaging ωCOðZ; θÞ with the
computed statistical distribution PðZ; θÞ. In addition, the
decay of the S-mode polarization RðtpÞ was simulated by
taking account of the following factors: population damp-
ing enhancement by hot carriers, dephasing by the fre-
quency modulation concomitant with the external modes
excitation, and signal intensity decrease by molecular tilting
(FR mode excitation) (see sec. VI of the Supplemental
Material [46] for details). Actual trajectories can be seen in
movies in the Supplemental Material [46], and the contour
plots of their density snapshots are depicted in Fig. 3(f).
Figures 3(a) and 3(b) show comparisons of the exper-

imental ΔωCO and RðtpÞ with moving average over 0.2 ps
of the calculated values by the Langevin simulation,
respectively. The simulations account for the experimental
ΔωCO quantitatively both at low (50 J=m2) and high

(170 J=m2) fluences. The amplitude decays [Fig. 3(b)]
are qualitatively simulated (solid curves) except for some
discrepancies. To analyze contributions of several factors in
the simulated RðtpÞ at the high fluence, the simulations
with only the dephasing effect (green-dotted curve) and
with both the damping and dephasing effects (excluding
the orientation factor, green-dot-dashed curve) are also
shown in Fig. 3(b). While the damping effects dominates
for tp < 0.2 ps, the dephasing contribution grows at
tp > 0.2 ps. The discrepancies between the experiments
and the simulations are possibly due to neglecting the
modulations in the S-mode dynamic dipole and Raman

FIG. 3. (a),(b) Comparison between experimental and simu-
lation results of tp dependence of (a) the instantaneous frequency
shift of CO stretching mode hΔωCOi and (b) the relative vibra-
tional amplitude RðtpÞ. (c),(d) The simulation results of (c) tilt
angle hjθji and (d) the ES mode displacement hΔZi (in unit of
Bohr radius, a0). Full simulation results are depicted by solid
curves while experimental ones are plotted by filled squares. The
pump fluences are 170 (red) and 50 J=m2 (blue). Dotted curves in
(a),(c),(d) are simulation results for 170 J=m2 with restricted
conditions: (red) with temperature independent ηs (ηs at 0 K),
(gray) with the 1D simulation results with only ES mode and
(black) with 2D Boltzmann distributions depicted with blue
contours in (f) (see text). Green curves in (b) are simulations
of RðtpÞ for 170 J=m2 including only the dephasing effect (dotted
curve) and including both the damping and dephasing effects
(dot-dashed curve). (e) Contour maps in the (Z, θ) coordinates of
adsorption potential (left, in units of eV) and C-O stretching
frequency ωCO (right, in units of cm−1). The point ðΔZ; θÞ ¼
ð0; 0Þ corresponds to the minimum of adsorption potential (on-
top site, upright configuration). (f) (Red lines) Logarithmic
contour plots of snap shots of PðZ; θÞ with a pump fluence of
170 J=m2 at tp indicated in figures. (Blue lines) Logarithmic
contour plots of the Boltzmann distributions with T2D in Fig. 4(b)
(see text). The backgrounds are the contour maps of ωCO, same as
(e) (right).
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tensor as a function of the (Z, θ) coordinates. In addition,
recently predicted coupling between the S and ES modes
due to the off-diagonal elements of the friction tensor [62]
can contribute to the discrepancies.
Varying some parameters in the simulation reveals the

necessary ingredients of the observed features. The red
dotted curves in Figs. 3(a), 3(c), and 3(d) show simulations
at the highest fluence in which the Te dependence of ηs has
been omitted. Clearly, neglecting the Te dependence (with
ηs at 0 K) results in much moderate excitation of both the
coordinates, showing the importance of the Te dependence
of η; this has been pointed out both experimentally [11] and
theoretically [25] but is confirmed here in the time-resolved
fashion for the first time. We further examined the
robustness of the simulation results on the assumed
density of states of the unoccupied state (see Sec. IV of
the Supplemental Material [46]).
The transient “shift-back” feature in ΔωCO at the highest

fluence in Fig. 3(a) is explained as follows; first, PðZ; θÞ is
elongated along the θ axis because of ηθ > ηZ, which
causes the red shift of ωCO [Fig. 3(f), 0.1 ps]. The excitation
in θ is clearly demonstrated in Fig. 3(c) where hjθji
extracted from the simulations are plotted. At tp≧0.3 ps,
PðZ; θÞ spreads along the Z axis covering the region
with high ωCO values, leading to the relative blueshift.
Figure 3(d) shows the time evolution of hΔZi estimated
from the simulations, indicating a delay in exciting the
motion along the Z coordinate compared to the θ coor-
dinate. Analysis of the trajectories revealed that not only
direct excitation along the Z coordinate by hot electrons,
but also indirect heating by an energy flow from the FR
mode largely contributes through the intermode coupling
by the potential VðZ; θÞ. This is evidenced by comparison
with a 1D Langevin simulation including only the ES mode
(Z coordinate), as indicated by the gray-dotted curve in
Fig. 3(d), which shows less pronounced excitation of hΔZi
than that in the 2D simulation with the intermode coupling.
Nonequilibrium distributions among the CO-substrate

vibrational modes causing the aforementioned ωCO shifts
are estimated by analyzing the kinetic energy distributions
in the simulation at the highest fluence. Figures 4(a)
and 4(b) show the number of DOF nXDOF and effective
temperatures TX, respectively, for X ¼ Z, θ, and two
dimensions including both the FR and ES modes. They
are derived from the gamma-distribution fitting of the kinetic
energies at given tp (see Sec. VIII of the Supplemental
Material [46]). If the system was in dynamic equilibrium
described with time-dependent Boltzmann distributions, the
following conditions should be satisfied: n2DDOF ¼ 2, nZDOF ¼
nθDOF ¼ 1, and T2D ¼ TZ ¼ Tθ. Any deviations from these
conditions are sensitive indicators of the nonequilibrium
feature of the system.
If energy distributions in multiple DOFs are described

with Boltzmann distributions of different temperatures,
this type of nonequilibrium is called “superstatistical”

[63]. In general, the system consisting of weakly coupled
subsystems tends to show superstatistical features. Figure 4
shows that at tp < 0.1 ps, where the contour plot is
elongated along the θ coordinate [Fig. 3(f)], the system
is in a superstatistical distribution because nDOF ∼ 1 for
both θ and Z while n2DDOF deviates from two, TZ < Tθ due to
the large difference in η. Therefore, the intermode coupling
between FR and ES is not effective enough at tp < 0.1 ps.
At tp > 0.1 ps, as adsorbates are excited more extensively
along θ, the intermode coupling due to the potential
anharmonicity becomes operative to accelerate excitation
along the Z coordinate. The simulation with mode-
independent coefficients (see Sec. IX of the Supplemental
Material [46]) shows TZ ¼ Tθ, whereas each mode deviates
from the equilibrium distribution; thus, the emergence of the
superstatistical situation is attributed to the mode depend-
ence of the friction coefficients. Here only the diagonal
elements of the friction tensors have been considered in the
current simulation. Recently, the off-diagonal friction coef-
ficient between the S and ES mode has been predicted to be
significant [62]. A rapid energy flow from the S to ES mode
due to the off-diagonal term may reduce the superstatistical
feature.
At tp > 0.4 ps, the system evolves in a more general

nonequilibrium state; although TZ and Tθ merge gradually
due to the intermode coupling [Fig. 4(b)], n2DDOF further
deviates from two [Fig. 4(a)]. This is because hot electrons
maintains a heat flow into the FR mode, leading to growing
deviations of nθDOF from one [Fig. 4(a)]. In contrast, the ES
mode keeps nearly Boltzmann distributions, nZDOF ∼ 1: the
existence of such an effectively isolated canonical sub-
system is not trivial under the highly nonequilibrium
conditions. This is probably because of the small friction
coefficient of the ES mode: the small agitation keeps the
local quasiequilibrium, which is generally observed in
slowly relaxing systems effectively characterized by small
friction coefficients [64]. Figure 3(f) shows the contour
plots of 2D Boltzmann distributions with temperatures the
same as T2D depicted in Fig. 4(b). hΔωCOiðtpÞ calculated
by using the 2D Boltzmann distributions gives only

FIG. 4. (a) Time evolution of the number of DOF for gamma
distribution functions of the computed kinetic energies. (b) Time
evolution of the effective temperatures estimated from expect-
ation values of kinetic energies [46]. In both figures, the solid,
dashed, and dotted curves represent 2D(FR and ES), FR, and ES
modes, respectively.
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negligible frequency shifts indicated by the black-dotted
curve in Fig. 3(a). This demonstrates that the aforemen-
tioned deviations of n2DDOF from two are the origin of the
peculiar tp-dependent shift in ΔωCO observed.
In summary, we have extracted the hot-electron induced

nonequilibrium dynamics of CO on Cu(100) by comparing
vibrational dynamics of the S-mode with the Langevin type
simulation in which ES and FR DOFs are considered. The
nonequilibrium dynamics are caused by the mode- and the
Te-dependent frictional coefficients and the intermode
couplings on the multidimensional PES. These features
are expected to play important roles in other hot-carrier
induced surface reactions and deserve considerations in
analysis of experiments including recently emerging novel
techniques [42].
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