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We demonstrate matter-wave interference in a warm vapor of rubidium atoms. Established approaches to
light-pulse atom interferometry rely on laser cooling to concentrate a large ensemble of atoms into a velocity
class resonant with the atom optical light pulse. In our experiment, we show that clear interference signals
may be obtained without laser cooling. This effect relies on the Doppler selectivity of the atom interferometer
resonance. This interferometer may be configured to measure accelerations, and we demonstrate that multiple
interferometers may be operated simultaneously by addressing multiple velocity classes.
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The technique of light-pulse atom interferometry (LPAI)
has proved to be exceptionally useful for precision accel-
eration measurements. Since its inception [1], research has
branched into pursuits of inertial sensor technology [2–6]
and foundational precision measurements [7–10], including
space-based gravity wave detectors [11]. These demon-
strations build upon well-vetted techniques in the field of
laser cooling and trapping [12]. Reducing the velocity
distribution of a large ensemble of atoms and collecting
them into a well-defined spatial location affords ample time
for interrogation [13,14] and high fidelity detection [15]. In
this setting, the matter wave of each atom evolves with
inertial freedom such that photon recoils may be used to
coherently split and recombine the wave packets without
perturbation. The experimental overhead is laser system
complexity and ultrahigh vacuum requirements that have
challenged efforts fielding these instruments [14,16–20].
The simplicity of a vapor cell approach, used for atomic

clocks [21] and magnetometry [22,23], is an alluring
alternative. In this approach, long interrogation times are
achieved through the use of a buffer gas or a spin
antirelaxation coating. As such, multiple collisions occur
between the interrogated atom and the buffer gas or cell
coating over the duration of one measurement period. Such
collisions spoil the inertial purity of the wave packets and
would obfuscate the LPAI fringe. Nevertheless, by borrow-
ing certain aspects of the vapor cell approach, namely, a
spin antirelaxation coating for state preparation, and
blending this with the inherent velocity-filtering function
of the photon recoil in LPAI, we reimagine atom interfer-
ometry. Consequently, we achieve high fidelity interference
signals in a significantly simplified warm vapor experi-
ment, without laser cooling.
LPAI uses the velocity recoil from two-photon stimu-

lated Raman transitions between hyperfine ground states
(e.g., jF ¼ 1i and jF ¼ 2i in 87Rb) to effect beam splitter

and mirror operations for atomic matter waves. When the
two optical fields are arranged in a counterpropagating
geometry, the transition has the velocity sensitivity of an
optical transition with wave vector, jkeff j ≈ 4π=λ where
typically λ ¼ 780 nm for 87Rb [1]. For a given Rabi
frequency, ΩR, of the Raman transition, a velocity class
with a Doppler width of approximately ΩR=keff, is filtered
from the thermal distribution (see Fig. 1) [24]. For atoms in
state jF ¼ 1i, driving the stimulated Raman transitions in a
π=2 − T − π − T − π=2 sequence forms a Mach-Zehnder
atom interferometer where the probability for an atom to be
in atomic state jF ¼ 2i following the pulse sequence is
given by PjF¼2i ¼ 1

2
½1þ cosðΔϕÞ� [25]. For an atom

undergoing an acceleration a, it follows that Δϕ ¼
−keff · aT2 where T is the time between pulses.
There are unique challenges and advantages introduced

with LPAI in a warm vapor. First, the interrogation time T is
necessarily limited to tens of microseconds, the time it
takes the majority of atoms to transit the centimeter scale
Raman laser beam. This significantly diminishes Δϕ in
comparison to traditional experiments with T > 10 ms. In
principle, this can be compensated with a large signal-to-
noise ratio due to the availability of a large density of atoms
approaching 1012=cm3, a limit imposed by radiation trap-
ping [26]. On the other hand, a short interrogation time
beneficially affords both a high data rate and a large
dynamic range as defined by the acceleration required to
cause a π-radian phase shift. In this work, we demonstrate
an ultrahigh data rate of 10 kHz, and an ultralarge dynamic
range of 88 g where g ¼ 9.8 m=s2. Both are orders of
magnitude larger than the fastest LPAI accelerometers [3].
Second, in a warm vapor, multiple simultaneous atom

interferometers can be achieved taking full advantage of the
large number of velocity classes available for interrogation
(as indicated in Fig. 1). In our experiment, the maximum
number of such interferometers is approximately
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NAI ≈ 2jkeff jvB=ΩR ¼ 739 where vB is the one-
dimensional rms velocity of the vapor. As a proof of this
concept, we demonstrate two simultaneous interferometers
by observing interference signals from the velocity classes
at �7.8 m=s ẑ. These two interferometers possess equal
and opposite sensitivity to acceleration. Differencing the
phase shift of the two interferometers provides common-
mode rejection of spurious offset noise and doubled
sensitivity to acceleration.
Third, state polarization is crucial for observing clear

interference fringes. Also, spectator atoms colliding with the
wall and pumping to jF ¼ 2i during the measurement can
obstruct the detection of interferometer participant atoms.
We address this by coating the cell wall with a self-
assembled monolayer that preserves the internal quantum
state of the atoms throughout collisions [27]. The literature is
rich with investigations of various spin-preserving coatings
[28–32], but there are none that report having low vapor
pressure. We use octyldecyltrichlorosilane as our spin
antirelaxation coating due to its high reactivity as compared
with other approaches such as octyltrichlorosilane. We
demonstrate that it allows spin polarization exceeding
90% in jF ¼ 1i with a spin-relaxation time of 23 ms in a
2 cm × 4 cm × 10 cm rectangular cell. Furthermore, we
find the outgassing to be minor in our interferometer
experiments.

Lastly, the laser frequency requirements are minor when
compared with the complexity and agility needed for a
laser-cooled atom interferometer [3]. Our technique
requires only three static laser frequencies for depump,
probe, and Raman transitions. These three lasers are pulsed
sequentially during the interferometer cycle, and require
only one optical axis for delivery to the cell.
In further detail, the depump laser, tuned 80 MHz blue of

jF ¼ 2i → jF0 ¼ 2i on the D1 line, optically pumps the
vapor into the jF ¼ 1i manifold. The two probes (see
Fig. 2), both tuned to 10 MHz blue of the jF ¼ 2i → jF0 ¼
3i resonance on the D2 line, counterpropagate through the
cell allowing the simultaneous detection of two velocity
classes. The Raman laser is detuned 1.208 GHz below the
jF ¼ 2i → jF0 ¼ 2; 3i crossover transition on the D2 line.
The frequency is stabilized with a beatnote offset lock
feeding back to the fiber laser seed.
The experimental setup is detailed in Fig. 2. The spin-

preserving coating allows the use of a low depump power to
maintain the state preparation of the atoms. We find it
sufficient to expand 10 mW of depump light freely from a
fiber into the vapor cell. The probe beams are collimated
to rp ¼ 2.8 mm 1=e2 radius with an intensity of
0.18 mW=cm2 at the cell. This intensity is well below
the saturation value of 1.67 mW=cm2 to favor a linear
response of the probe absorption with vapor density. The
probes are coupled to independent detectors using single
mode fiber to enhance background signal rejection. The
Raman laser is seeded by a telecom fiber laser at 1560 nm
that passes through a fiber optic phase modulator operating
near the hyperfine splitting, νhf ≈ 6.8 GHz. This light is
amplified in a 30 W fiber amplifier and then doubled to
780 nm in a periodically poled lithium niobate crystal [33].
The Raman beam is collimated to 5.6 mm 1=e2 radius with
a peak power of ≈3 W giving a Rabi frequency of
ΩR=2π ¼ 1.2 MHz. This beam passes through the cell
and a λ=4wave plate before retroreflecting, forming a linear
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FIG. 2. Schematic of the experiment showing the counter-
propagating probe lasers, the off-axis application of the depump
laser, and the imaging-pickoff scheme for separating the colinear
probe and Raman lasers. The vapor cell sits within a heating
sleeve and is surrounded by a magnetic shield. NPBSC, non-
polarizing beam splitter cube; PBSC, polarizing beam splitter
cube; PMF, polarization maintaining fiber.

FIG. 1. Vapor interferometer concept—not to scale. The two-
dimensional mesh Gaussian represents the Maxwell-Boltzmann
distribution in cylindrical coordinates z and ρ for room temper-
ature atoms in jF ¼ 1i. The solid blue Sinc functions are two
narrow velocity classes centered at �vz in jF ¼ 2i that are
selected from jF ¼ 1i via the Raman transitions that comprise the
LPAI. The arrows indicate the directions along ẑ of the Raman
and probe lasers used to generate and detect the two narrow
classes. Each Raman laser carries two frequencies separated by
the hyperfine splitting, νhf , plus an additional amount equal to
jkeff jvz=π such that a counterpropagating two-photon Raman
transition is simultaneously resonant with the two velocity
classes. Following the LPAI, the two velocity classes are
simultaneously detected with two resonant probe lasers.
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⊥ linear Raman beam polarization to minimize Doppler
free Raman excitation.
We optimize detection of signal atoms by propagating the

Raman and probe lasers collinearly to overlap the addressed
velocity classes. Since these lasers are nearly the same
wavelength, we use polarization and imaging techniques to
combine and separate the two beams (see Fig. 2). The two
lasers copropagate through the cell with a slight angle
(< 1 mrad) and overlap to better than 1 mm. After transit
through the cell, a telescope separates the two beams with a
pick-off mirror at the focal plane. This technique suppresses
the Raman power reaching the probe B detector by 7 orders
of magnitude, which avoids oversaturating the detector. With
this setup, in Fig. 3 we show signal from a scan of the Raman
detuning, δR, revealing, for each fixed probe, two Doppler-
sensitive peaks associated with �jkeff jẑ. The peaks are
Lorentzian, as the narrow Doppler-sensitive resonance
(ΩR=2π ¼ 1.2 MHz) scans the broad resonance of the probe
transition [λγjkeff j=ð2πÞ2 ¼ 12.1 MHz].
The vapor cell is attached to a vacuum chamber with a

rubidium sample and a 5 l=s ion pump. We find that it is
necessary to use the ion pump when the cell is warm to
avoid suppression of fringe contrast due to collisions with
background gas. The cell penetrates into a magnetic shield
assembly to provide a homogeneous magnetic environment
that is zeroed to better than 10 mGwith a bias coil assembly
interior to the shield. We increase the vapor density by
heating the cell with a controlled warm air flow to reduce

aberrations in the Raman beam wave front. The remainder
of the chamber is maintained several degrees colder than
the cell to avoid buildup of rubidium on the coating, which
can ruin the efficacy. We empirically find that a vapor
density of n ¼ 4 × 1010=cm3, corresponding to a temper-
ature of 39 °C, is an optimal trade-off between increased
signal and occlusive background from imperfect spin
polarization.
A timing sequence of the optical pulses in our interfer-

ometer experiment is shown in Fig. 4(a). The experimental
sequence consists of four steps. First, the atoms are
prepared in the jF ¼ 1i manifold with depump light. At
the end of the preparation pulse, a background measure-
ment is made to provide an atom number reference. We
next apply the Raman pulse sequence realizing the inter-
ferometer, followed by a probe pulse to measure the
transfer to jF ¼ 2i.
The detected atom number is calculated using the ratio of

the probe and background reference measurements, and
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FIG. 3. Raman detuning frequency scan revealing peaks for
�jkeff jẑ at ≈ ∓ 20 MHz for probe A (∓ jkeff jẑ at ≈� 20 MHz
for probe B), which detects the velocity class centered at
≈ − 7.8 m=s ẑ (≈þ 7.8 m=s ẑ). The feature centered at 0m=s
is a muted Doppler free resonance due to imperfect optical
polarization. The Raman-excited velocity classes are given by
vc ¼ δR=keff where keff is simultaneously along �ẑ in our
experiment. The measured widths of the four peaks are, on
average, 14.6� 1 MHz, consistent with the expected linewidth
from numerical analysis of ≈ðλγjkeff j=2π þ 1.4ΩRÞ=2π ¼
13.8 MHz for ΩR < ðλγjkeff j=2πÞ=8.

FIG. 4. (a) Timing diagram for the experimental pulse sequence
with T ¼ 15 μs, a repetition rate of 10 kHz and τ ¼ 3 μs.
(b) Sample fringe in jF ¼ 2i resulting from a Raman phase
scan of a ten-point fringe at a data rate of 10 kHz. Each point is an
average of 200 shots, and a π phase shift corresponds to 88 g. The
error bars for each point are below the resolution of the graphic.
Inset: The normalized contrast as a function of the timing
asymmetry of the interferometer pulses reveals a velocity width
of 0.37ð2Þ m=s rms of the interferometer participant atoms.
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scaled to the signal acquired with an off-resonant probe to
account for imperfect spin polarization. This method immu-
nizes the measurement against slow drifts in detection laser
intensity and vapor density. We demonstrate the warm vapor
atom interferometer using a T ¼ 15 μs interrogation in two
simultaneous interferometers as shown in Fig. 4(b). This
fringe is the average of 200 phase scans obtained by
switching the optical phase to a scanned phase in between
the Raman pulses. We extract the interferometer phases
using a sinusoidal fit to the scanned fringes. After differ-
encing, we measure a shot-to-shot phase noise of 74 mrad
that is equivalent to an acceleration sensitivity of
10 mg=

ffiffiffiffiffiffi

Hz
p

when accounting for the data rate of
10 kHz. An Allan standard deviation reveals a signal stability
with a minimum of 40 mg at ≈0.2 s and a long term
stability below 100 mg at 10 minutes. We verify that the
observed fringes arise from a Doppler-sensitive process by
using an asymmetric pulse sequence [π=2 − ðT − δTÞ − π−
ðT þ δTÞ − π=2] to measure contrast as a function of wave
packet overlap offset given by 2ℏjkeff jδT=m, wherem is the
mass of 87Rb [34]. This reveals an average coherence length
of 0.81(3) nm rms, and a velocity width of 0.37ð2Þ m=s rms
[see the inset of Fig. 4(b)].
We calculate the potential sensitivity of an accelerometer

using this technique with both our current and ideal
conditions. The fundamental phase uncertainty of each
Δϕ measurement is given by

δϕ ¼
ffiffiffiffiffiffiffiffiffiffiffiffi

Ndetect
p

Ni
; ð1Þ

where Ndetect is the total number of atoms being detected by
the probe laser, and Ni is the subset of atoms that are not
only detected but also complete the π=2 − π − π=2
sequence without leaving the detection volume. In steady
state, the number of atoms is conserved inside the probe
beam volume, which has a path length l and a probe beam
radius rp, and hence a volume of πr2pl. For a selected
velocity class vz ≪ vB, the amplitude in this velocity group
is approximately 1=

ffiffiffiffiffiffi

2π
p

vB. For Rabi frequencies less
than the probe transition linewidth (ΩR=4π < γ=2π), as
is the case here, the velocity class excited from jF ¼ 1i to
jF ¼ 2i by the interferometer sequence has a width
determined by ΩR=jkeff j. Furthermore, with a finite optical
pumping inefficiency, we expect a background of detected
jF ¼ 2i atoms with a velocity class of λγ=2π. Since the
spin-relaxation time is much longer than the interrogation
time, we find

Ndetect ≈
�

ΩR

jkeff j
þ ξ

λγ

2π

�

nπr2pl
ffiffiffiffiffiffi

2π
p

vB
: ð2Þ

Here, ξ is the optical pumping inefficiency, and n is the
vapor density.

Because of the large thermal velocity, Ni decays with
time. The loss is primarily radial since we select a velocity
class near 0m=s in the keff direction. We approximate the
cylindrical volume in rectangular coordinates to enable an
analytic solution and model the number of interferometer
participant atoms as

Ni ≈
�

ffiffiffi

2

π

r

2T
τ
ðe−1

2
ðτ=2TÞ2 − 1Þ þ Erf

�

1
ffiffiffi

2
p τ

2T

��2

×
ΩR

jkeff j
nπr2pl
ffiffiffiffiffiffi

2π
p

vB
; ð3Þ

where τ ¼ ffiffiffi

π
p

rp=vB is the transverse transit time. Using
Eqs. (2) and (3), our experimental parameters, λ ¼ 780 nm,
vB¼173m=s,ΩR=2π¼1.2MHz, γ=2π¼6MHz, τ ¼ 29 μs,
l ¼ 4 cm, T ¼ 15 μs, ξ ¼ 0.2 [35], and the measured
n ¼ 4 × 1010 cm−3, we findNdetect ≈ 9.1 × 107 andNi ≈ 5 ×
106 approximately matching our measurements. From Eq. (1),
this leads to an ideal phase noise for a single interferometer of
δϕ ≈ 2.2 mrad per shot and an acceleration sensitivity of
0.6 mg=

ffiffiffiffiffiffi

Hz
p

for a 10 kHz data rate. This is much smaller
than our measured value due to excess noise as discussed below.
As an example of potential performance, we consider the

limit of perfect optical pumping. For an optical depth of 1,
which for a cell length l ¼ 1 cm implies a vapor density of
5 × 1010 cm−3, one finds an ideal acceleration sensitivity of
82 μg=

ffiffiffiffiffiffi

Hz
p

for T ¼ 20 μs, πr2p ¼ 1 cm2, and the same
Raman beam power. The improved performance is due to
the minimization of Ndetect=Ni and the increase in cross-
sectional area. We note that for a fixed Raman beam power,
the predicted sensitivity grows with the cross-sectional area
without bound. However, as is the case here, in practice it is
found that the narrowness of the selected velocity class, and
thus the burden on optical pumping, limits the achievable
performance. In this sense, it is advantageous to detect on a
more narrow optical transition.
The measured phase noise on each interferometer is

larger than the predicted value, and can be explained
predominantly by Raman intensity noise. Measured to
be 0.3% per shot, this drives fluctuations in the selected
velocity class width resulting in a calculated noise of
≈160 mrad per shot for a π=2 pulse, and is consistent
with the measured noise of 145 and 138 mrad per shot for
interferometers A and B, respectively. Unlike a cold atom
interferometer, pulse area noise is not suppressed due to the
significant leakage of interferometer participant atoms from
the interrogation region. However, the pulse area noise is
common to the two interferometers, and the resultant phase
noise cancels by a factor of 2 after differencing. The
imperfect cancellation likely stems from a mismatch in the
two interferometers, and is the subject of further
investigation.
In conclusion, we have demonstrated a light-pulse atom

interferometer in a warm vapor. We employ the Doppler
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selectivity of stimulated Raman transitions to filter a narrow
velocity class of atoms for the interferometer. We show that a
light-pulse atom interferometer operating in this manner has
the advantage of multiple available velocity classes for
sourcing simultaneous interferometers. Under ideal condi-
tions, we forecast a sensitivity below 100 μg=

ffiffiffiffiffiffi

Hz
p

. Our
approach functions without the use of laser cooling and
trapping, and without an ultrahigh vacuum environment
making this attractive for simplified measurement systems.
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