Laser plasma accelerators (LPAs) [1,2] have large acceleration gradients of tens to hundreds of GV/m, which is several orders of magnitude larger than conventional radio frequency technology. This could allow for compact accelerators in a variety of applications, including free-electron lasers [3–5], Thomson sources [6,7], and electron-positron colliders with TeV energy [8,9]. For future efficient colliders using PW-class laser systems, single-stage energy gains of about 10 GeV are required [9]. Electron beams with energy up to a few GeV have been observed using nonpreformed plasmas and petawatt laser systems [10–12]. Preformed plasma waveguides can be used to mitigate laser diffraction of focused laser pulses, which increases the acceleration length and the energy gain for a given laser power. Using a capillary discharge waveguide to confine laser pulses over a distance of 9 cm, electron beams with energy up to 4.2 GeV were produced using a lower peak laser power of 300 TW [13].

The energy gain of a single-stage LPA [1] scales inversely with plasma density, $n_0$, since the accelerating gradient scales as $E_z \propto n_0^{-1/2}$, and the length is limited to the laser-depletion length, which scales as $L_d \propto n_0^{-3/2}$. This scaling shows that in order to increase the energy gain to $\approx 10$ GeV, the plasma density must be lowered relative to past experiments [10–13]. However, in order to accelerate over the full laser-depletion length and achieve maximum energy gain, diffraction of the focused laser pulses and the associated reduction in laser intensity must be mitigated. This laser pulse guiding can be achieved with a preformed plasma channel, in which the electron density is lower on axis, creating a refractive index profile that is peaked on axis [14], as is the case with graded-index optical fibers. For a parabolic channel with density rise (channel depth) $\Delta n$ at a radius $r_{ch}$ given by $n(r) = n_0 + (\Delta n/r_{ch}^2)r^2$, a low intensity transversely Gaussian laser pulse can propagate with constant spot size when the input laser mode size equals the matched spot size of the channel ($r_0 = r_m$), where $r_m = \left[\pi r_e (\Delta n/r_{ch}^2)\right]^{-1/4}$ and $r_e$ is the classical electron radius. The capillary discharge waveguide [15] has been shown to be an effective method both of producing plasma channels and increasing energy gain in laser plasma accelerators through increased acceleration length [13,16,17]. The discharge current ionizes and heats the plasma via Ohmic heating. Since the plasma cools at the capillary wall, a temperature maximum and density minimum is formed on the capillary axis [18]. In order to increase energy gain toward 10 GeV [19], the laser power must be increased to the petawatt level, the plasma density reduced to $\approx 2 \times 10^{17}$ cm$^{-3}$, and the guiding achieved over twice the number of diffraction ranges ($\approx 15 Z_P$) relative to previous experiments [13]. However, at this plasma density, and for the capillary diameter required to avoid laser damage, the capillary discharge waveguide produces a channel that is not deep enough to sufficiently confine the laser pulse.

In this Letter we show that the channel depth of a capillary discharge waveguide can be increased by using laser pulses of nanosecond length to locally heat the plasma along the capillary axis [20], and that this structure can extend the LPA length to 20 cm (15 diffraction lengths) at low ($\approx 3.0 \times 10^{17}$ cm$^{-3}$) density. This enabled the generation of electron beams with quasimonochromatic peaks in energy up to 7.8 GeV using a peak laser power of 850 TW.
A single high-energy laser plasma accelerator stage such as this, with future improvements in beam quality through controlled injection, could drive a hard x-ray FEL or serve as a building block of a high energy collider.

Laser heating [21,22] using a ns-duration matched pulse inside a capillary discharge waveguide to increase channel depth was proposed in Ref. [20]. In this concept, a “heater” laser pulse is guided by the discharge plasma and heats the plasma locally near the axis via inverse bremsstrahlung (IB) at rates on the order of 1 eV/\text{s}. This creates a density depression through hydrodynamic motion, in addition to that created by the existing discharge-based channel. In the magneto-hydrodynamic (MHD) simulation of Ref. [20] a 1 ns-FWHM heater pulse was focused onto a capillary of diameter 1 mm. The 1D simulation did not take into account longitudinal laser evolution, but the laser focal spot size was chosen to be the matched spot size of the discharge channel to minimize longitudinal variation of the heater spot size, and, hence, plasma density. The heater pulse reduced the simulated matched spot size of the channel from 145 \text{ \mu m} with the discharge alone to 100 \text{ \mu m}, which is not sufficiently low to confine the wakefield “driver” laser pulses used in this experiment, which are focused to \( r_0 \approx 60 \text{ \mu m} \). One potential path to reducing the matched spot size further is to employ a smaller heater pulse focal spot size. However this would cause the heater pulse to be mismatched and give rise to oscillations in spot size and hence \( r_m \), which can lead to reduced electron beam acceleration or loss of beam charge.

In the experiments and simulations presented here, a longer heater pulse that undergoes self-guiding is used so that it need not be constrained by the low power matching condition. Self-guiding in the case of a \( \geq 1 \text{ ns} \) heater pulse occurs because the tail encounters a plasma that is already modified by IB heating and hydrodynamic motion. This can be understood from the ion acoustic speed, \( c_s = \left( \frac{\gamma k T_e Z/m_i}{} \right)^{1/2} \), where \( \gamma \approx 1.6 \), \( k \), \( Z \), and \( m_i \) are the adiabatic index, Boltzmann constant, charge state, and ion mass, respectively. For the typical initial electron temperature \( T_e \) of the capillary discharge plasma (a few eV), \( c_s \approx 20 \text{ \mu m/\text{s}} \), such that the tail of the heater pulse encounters a reduced on-axis density and lower matched spot size. This means that the requirement that the heater pulse focused spot size be equal to the low-power matched spot size of the initial plasma channel can be relaxed, allowing for a tighter focus of the heater pulse, and, hence, reduced \( r_m \) after heating. This effect is exploited here by using laser pulses of length 8 ns that undergo considerable self-guiding during the pulse rise-time. MHD simulations performed using the multidimensional code MARPLE (Magnetically Accelerated Radiative Plasma Explorer) [23], with additional modules from INFERN [24,25] to calculate the heater laser pulse propagation, showed that although the front of the heater pulse was mismatched to the plasma channel, later temporal slices of the pulse could be propagated with less than 10% change in spot size.

In addition to reducing the heater pulse spot size and increasing its duration, the matched spot size can be optimized by adjusting the delay between the current and heater pulses. Since Ohmic heating is approximately proportional to the square of the current, the plasma temperature reduces on the downward slope of the discharge current pulse. For the experiments the heater pulse intensity \( I_h \) was below \( 10^{12} \text{ W/cm}^2 \), so the IB heating rate \( R_h \) was approximately proportional to \( n_i I_h T_e^{-3/2} \), where \( n_i \) is the ion density [21,22]. Therefore, lowering the initial electron temperature by adjusting the timing of the discharge current pulse was an effective method for increasing the heating rate and reducing the matched spot size.

To measure the effect of IB heating, heater laser pulses of wavelength \( \lambda_h = 532 \text{ nm} \), energy 300 mJ, and FWHM duration 8 ns (generated by a Nd:YAG laser system), were
focused onto the capillary entrance to a spot size of \( r_0 = 84 \mu m \). Here \( r_0 \) is defined as the radius at which the intensity drops to \( 1/e^2 \) of the peak value. Probe laser pulses with wavelength 800 nm and energy at nJ level were focused to a focal spot size \( r_0 \approx 73 \mu m \) at the same location and arrived at the peak of the heater current pulse. The capillary discharge was operated with hydrogen using the current pulse shown in Fig. 1(a), which had an amplitude of 450 A and rise time of 400 ns. The capillary had a diameter of 800 \( \mu m \) and a length of 20 cm. Compared to Ref. [13], the capillary diameter was increased to mitigate damage from increased laser power, and the length increased to accelerate electrons to higher energy.

MARPLE simulations were performed using the experimentally measured current as input. The simulated temperature and on-axis plasma density are shown in Fig. 1(a). The temperature rises with the current through Ohmic heating. The density rises through ionization and drops through channel formation. After the peak of current the temperature drops due to reduced Ohmic heating and cooling at the capillary wall. The heater laser pulse arrived 300 ns after the peak of the discharge current, at which point the temperature rises from 4.1 to 4.7 eV, resulting in a reduction in on-axis density, indicating channel steepening and matched spot size reduction.

The matched spot size was measured by tracking centroid, spot size, and divergence oscillations of the probe pulse [26,27], and the density retrieved from measurements of the probe pulse group velocity in the plasma channel [28]. The relationship between the matched spot size and on-axis plasma density is shown in Fig. 1(b). The matched spot size without the heater (black line) was always significantly larger than the driver laser focal size of 60 \( \mu m \), which results in poor guiding. For heater pulse arrival at the peak of current (red squares) as in Ref. [20], the matched spot size is reduced for a given density, consistent with IB heating. By timing the heater pulse to arrive \( t_d = 300 \) ns after the peak of the discharge current (blue circles), which reduces the plasma temperature and therefore increases the heating rate, the matched spot size reduction is even larger. For example at \( n_0 = 3.4 \times 10^{17} \) cm\(^{-3} \), the matched spot size was reduced from 101 \( \mu m \) to 69 \( \mu m \). For \( t_d = 420 \) ns (green triangles), a matched spot size of 61 \( \mu m \) was generated with a density of 2.7 \( \times 10^{17} \) cm\(^{-3} \).

Note that for the high laser powers used for LPAs, laser guiding is achieved by a combination of channel guiding and self-guiding. Simulation of driver pulses with peak power 850 TW and \( r_0 = 60 \mu m \) propagating through the laser-heated channel of matched spot size 69 \( \mu m \) were performed using the code INF&RNO. The laser intensity increased above the initially focused value due to the effects of self-focusing and self-steepening of the laser pulse. Efficient laser guiding was achieved, meaning that the laser intensity remained higher than the vacuum focal value until the last few cm of the capillary, at which point about half of the laser energy was depleted. This can be compared to a simulation for the same density without the heater, where a factor of 3.5 reduction in intensity was observed at only \( \approx 6 \) cm into the capillary. Thus, for these parameters, self-guiding was not strong enough to compensate for the mismatched plasma channel. This poor guiding resulted in the loss of injected electrons as they entered a defocusing region of the wakefield (through the nonlinear decrease in plasma wavelength with decreasing intensity [1]), demonstrating the need for laser heating.

In the electron beam generation experiment, driver laser pulses at a wavelength of \( \lambda = 815 \) nm with spectral width 40 nm that were generated by the 1 Hz repetition rate
Ti:sapphire-based BELLA petawatt laser [29] were focused to a focal spot size $r_0 \approx 60 \mu m$ by a 13.5 m focal length off-axis parabolic mirror onto the entrance of a capillary waveguide as shown in Fig. 2. The laser energy at the focal location was 31 J, and the FWHM pulse duration was $\tau_0 \approx 35$ fs as measured by a frequency resolved optical gating (FROG) system. The peak power was set to 850 TW, and the normalized laser strength was $a_0 = 8.5 \times 10^{-10} \lambda [\mu m] \sqrt{I_0 [W/cm]^2} \approx 2.2$ for the measured peak laser intensity $I_0$.

The laser beam diagnostics were described in Ref. [13], with the additions described below and shown in Fig. 2. Photodiodes were added to measure the delay between the driver and heater pulses, which was adjusted by changing the trigger time of the Nd:YAG laser. The root mean square (rms) fluctuation in delay was 0.3 ns. Heater beam cameras allowed for near and far field measurements to align the pulses and diagnose heater guiding. The first optical wedge after the waveguide was motorized so that for conditions where electron beams were not generated, the hole (which allows electrons to pass through to the electron beam diagnostics) could be translated out of the beam path to provide optimum imaging of the laser pulses.

The electron beam diagnostics were described in Ref. [13]. In this Letter, the phosphor screen images were used to measure the trajectory of the electron beam entering the magnetic spectrometer and increase the accuracy of the energy measurement. With the field that was applied to the magnetic spectrometer, the angular acceptance for the majority of the energy spectrum had a measurement range of $\approx \pm 0.5$ mrad. The milliradian shot-to-shot fluctuation in electron beam pointing meant that 10–20% of the electron beams fell within the acceptance of the magnetic spectrometer.

Figure 3 shows a focal spot at (a) the entrance with Strehl ratio $0.67 \pm 0.05$ and (b) the exit of the 20 cm-long capillary for laser power 850 TW in the spectral window $0.7–1 \mu m$ for $n_0 = 3.4 \times 10^{17}$ cm$^{-3}$ and $r_m = 69 \mu m$, where the heater arrived $t_d = 300$ ns after the peak of the current pulse, and the driver arrived at the peak of the heater pulse. The exit mode size is approximately the same as input, which is consistent with the simulated result shown in Fig. 3(c). The simulation takes into account the limited spectral range of the diagnostic. To visualize the importance of guiding, the vacuum laser mode at 5.4 cm past focus is shown in Fig. 3(d), where $\approx 10\%$ of the laser energy resides outside the capillary radius. After 20 cm of propagation in vacuum (corresponding to the capillary exit plane), the laser diameter was approximately 2.4 mm.

For the conditions of Fig. 3(b), electron beams were observed on the phosphor screen and magnetic spectrometer. Examples of the electron beam spectra are shown in Fig. 4, where the entire measured spectrum is shown on the left of each row, and a 1.5 GeV-width subset of the highest energy peak from the same shot shown on the right. Due to the pointing fluctuations observed, the shots displayed are those in which the high energy component of the beam fell within the magnetic spectrometer acceptance. The total charge of the beams measured by the phosphor screen from (a) to (e) was 190, 320, 270, 210, and 420 pC. The charge in the spectral subsets was 24, 21, 40, 62, and 5 pC. For Fig. 4(e), where the highest energy peak of 7.8 GeV was observed, the discharge timing was adjusted so that the heater arrived 420 ns after the peak of the current pulse. At this delay and for the same density before heater pulse arrival, the initial plasma temperature was colder and the on-axis density and matched spot size were lowered to $2.7 \times 10^{17}$ cm$^{-3}$ and 61 $\mu m$, respectively.

Simulations of electron beam generation were performed with the code INF&RNо. The driver laser pulse input to the INF&RNо simulation had the measured parameters for the energy and temporal profile, and was approximated by a symmetrical jinc profile at focus as was done in Ref. [13]. For the parameters of Figs. 4(a)–(d), the density profile input to the INF&RNо simulation was obtained from a MARPLE simulation with input parameters close to the experiment. The heater laser pulse was approximated by a Gaussian with the experimentally measured value of $r_0 = 84 \mu m$. The simulated density profile had small longitudinal variations due to evolution of the heater pulse.
The minimum and maximum on-axis density values along the capillary were 3.35 and $3.41 \times 10^{17}$ cm$^{-3}$, and the matched spot size varied between 68 and 72 $\mu$m. As in the experiment, the simulated spectrum shown in Fig. 4(f) shows multiple peaks in energy. In the simulation, electrons are first injected $\approx 5$ cm into the capillary as $d_0$ rises above 3 due to self-steepening and self-guiding. Complex laser evolution at high power (including intensity and spectral changes), together with the effect of electron beam loading on the plasma, cause injection to start and stop several times as the pulse propagates through the plasma. This gives rise to several bunches of different final energy within the first plasma period, and a simulated charge of 430 pC. It should be noted that shot-to-shot fluctuations in the wave front of both lasers, as well as their relative pointing would change the plasma density profile and driver laser propagation. The divergence of the energy-integrated beams as measured on the phosphor screen was $0.2 \pm 0.05$ mrad FWHM and $0.6 \pm 0.15$ mrad rms, compared with the simulated results of $0.19$ mrad FWHM and $0.35$ mrad rms. The lower divergence from the simulation may be due to the assumption of cylindrical symmetry, since the measured laser mode (shown in Fig. 3) has nonsymmetric features.

Simulation of electron beam generation for $t_d = 420$ ns, presented in Fig. 4(g), showed a quasimonoenergetic peak at 7.8 GeV as observed in the experiment. The increase in beam energy was due to operation at lower density and reduced matched spot size, which allowed for effective guiding and acceleration over longer dephasing and pump depletion lengths. However, the simulation did not reproduce the significant charge at lower energy, perhaps related to the differences in the transverse plasma density profile or nonsymmetric spatial features of the laser pulse. It should be noted that in this nonlinear regime, trapping in multiple buckets and locations in the plasma often leads to charge in a broad energy range, but is sensitive to laser and plasma parameters.

In conclusion, IB heating inside a capillary discharge waveguide increased the channel depth and enabled the guiding of petawatt laser pulses at low density ($\approx 3 \times 10^{17}$ cm$^{-3}$) over $\approx 15$ $Z_R$. The capillary discharge was used to guide the laser heater beam and to tune the laser heating rate and transverse density profile via control of the capillary fill pressure and discharge timing. The matched spot size of the channel was reduced from 106 $\mu$m to 61 $\mu$m via IB heating using self-guided heater laser pulses. For these conditions laser pulses with peak power up to 850 TW were guided over 20 cm, resulting in the generation of electron beams with hundreds of pC charge and multiple quasimonoenergetic peaks, the highest of which was at 7.8 GeV. This increase in energy compared to previous experiments using the same laser system [13] follows the expected energy gain scaling with density $1/n_0$ [1]. The energy gain and charge approach the designs required for future colliders and x-ray free-electron lasers. Further single-stage energy gain could be achieved at lower densities with approximately matched propagation using the BELLA PW laser system [19]. In addition to increasing energy gain, lowering the plasma density can mitigate dark current. In conjunction with controlled injection techniques [30–33], this can result in significantly reduced electron beam energy spread.
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