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The ability of the internal states of a working fluid to be in a coherent superposition is one of the basic
properties of a quantum heat engine. It was recently predicted that in the regime of small engine action, this
ability can enable a quantum heat engine to produce more power than any equivalent classical heat engine. It
was also predicted that in the same regime, the presence of such internal coherence causes different types of
quantum heat engines to become thermodynamically equivalent. Here, we use an ensemble of nitrogen
vacancy centers in diamond for implementing two types of quantumheat engines, and experimentally observe
both effects.

DOI: 10.1103/PhysRevLett.122.110601

A heat engine uses a working fluid connected to hot
and cold reservoirs to generate power. In a quantum heat
engine, the working fluid has some properties that cannot
be described by classical physics. The most basic of these is
the ability of internal energy states of the working fluid to
be in a coherent superposition.
This concept of a quantum-coherent heat engine was

introduced already sixty years ago by Scovil and Schulz-
DuBois [1], who linked the efficiency of a three-level maser
to the Carnot efficiency.
One question that then arises is whether the presence of

coherence between two internal energy states of an engine
can enhance its performance.
At first, it looked like the answer to this question was

negative: it was proven that internal coherence cannot lead
to efficiencies higher than the Carnot limit [2–4], and the
first coherence-related effect predicted for heat engines, the
“quantum friction,” actually involved degradation in per-
formance [5–10]. Furthermore, when performance
enhancement was first predicted, it was not due to internal
quantum properties of the system, but rather to the use of
nonthermal energy sources such as externally injected
coherence [11–13] or squeezed baths [14–16].
More recently, however, Uzdin and co-workers [17] have

theoretically shown that internal coherent superposition
states created during the operation of a quantum heat
engine affect measurable thermodynamic quantities, and
that their presence can be performance enhancing on its
own—that is, when using only standard thermal baths.
Microscopic heat machines have been recently imple-

mented with trapped ions [18,19], and proposals for heat

machines using superconducting circuits [20,21] and
optomechanics [22,23] have been made. However, when
operated with thermal baths, the machines implemented so
far have not demonstrated any inherently quantum feature
in their thermodynamic quantities.
Here we measure such features in microscopic heat

engines. We use an ensemble of negatively charged nitrogen
vacancy (NV−) centers in diamond to implement two types
of quantum heat engines, a two-stroke engine and a con-
tinuous engine, and experimentally observe the two coherent
superposition-related effects predicted in Ref. [17]: (i) a
quantum thermodynamic signature (QTS)—an increased
output power of a quantum engine with respect to that of
any classical engine using the same resources, and (ii) quan-
tum heat-machine equivalence (QHME)—a convergence in
the output power of the two different quantum heat engine
types.
In general, the cycle of a quantumheat engine consists of a

sequence of operations (strokes), which include the inter-
action of the system either with a thermal bath, or with an
external field acting as the work repository. While inter-
actions with the thermal baths may only change the pop-
ulations of the energy states of the heat engine without
generating coherence, the unitary evolution due to the field
may bring the energy states into a coherent superposition.
This internal generation of coherence is part of the dynamics
induced by the driving field, and unlike external coherence
injection [11–13], preserves the entropy of the system [17].
The change in the state of the system during a stroke can

be quantified by the action of the stroke, which is defined to
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be the time integral over the stroke of the norm of the
generator of motion [17]. For constant-coupling strokes,
the stroke action, si, is simply given (in units of ℏ) by
si ¼ γiτi, where τi is the stroke duration, and γi is the total
coupling rate of the system to the bath(s) (i.e., the total
population transfer rate) and/or to the driving field (i.e., the
Rabi frequency) during the stroke. The total action per
cycle, s, is then given by s ¼ P

isi.
By changing the scheduling and durations of the strokes,

it is possible to implement different engine varieties.
Figure 1(a) schematically presents three basic engine types
for a three-level system. The box with the letter U
represents the unitary operation applied during the work
stroke, and the red (blue) arrow represents population
transfer due to coupling to a hot (cold) bath. The continu-
ous engine (left), where all operations are performed
together in a continuous fashion, most resembles the
continuous-wave maser discussed by Scovil and Schulz-
DuBois. In the four-stroke cycle (right), the couplings to
the hot bath, cold bath, and the work repository are
completely separated. As shown in the figure, this engine
coincides with the classical Otto engine when the action of
U is a full population swap [17]. The two-stroke engine
(center) is an intermediate case where the coupling to the
work repository is separated from the couplings to the
baths, but the system is coupled to both baths together. See
Sec. S1 of Ref. [24] for more details.
In the small-action regime, s ≪ 1, i.e., when the stroke

durations are much shorter than the typical coupling times
of the system to the thermal baths and the work repository,
two coherence-related phenomena occur [17].
First, the output power is larger when coherence is

present at the beginning of the work strokes—that is, when
the coherent superposition does not completely dephase
during the coupling to the baths. This effect constitutes a
direct signature of coherence in a thermodynamic quantity
—a QTS. It stems from the fact that the rate of change of
population by the external field, required for the production
of work, is proportional to the existing coherence [35]. In
the small-action regime, where the external field is weak
enough such that significant coherence cannot be built
within a single engine cycle, but only over many cycles, the
work per cycle, Wcyc, of a coherent engine, where coher-
ence is present at the beginning of the cycle, will be linear
in the cycle time, τcyc, while that of a stochastic engine,
where there is no initial coherence and coherence has to be
built up during the cycle, will be quadratic in τcyc [17]. This
means that in this regime, the average power output,
hPi ¼ Wcyc=τcyc, will be constant for coherent engines,
but go down linearly with τcyc for stochastic engines. For
the case of a two-stroke engine, it can be shown (see
Ref. [17] or Sec. S8 of Ref. [24]) that the output power of
any stochastic engine has to obey the following bound:
hPistoch ≤ 1

4
ℏω10d2Ω2τcyc. Here ω10 is the angular fre-

quency of the transition between the two levels interacting

with the external field, Ω is the Rabi frequency, and d is the
ratio between the work stroke duration and τcyc (the duty
cycle). For a short enough τcyc, the power of a coherent
engine will surpass this stochastic bound.
Second, the work and power of coherent engines in the

small-action regime do not depend on the type of the engine:
all coherent engines using the same resources would be
thermodynamically equivalent. This QMHE effect is due to
the nonvanishing coherence in the energy basis, combined
with the time-symmetric structure of the stroke protocols.
When expanding the expression for thework per work stroke
of a coherent engine in powers of the action of that work
stroke, swi, the second-order contribution vanishes due to
symmetry, and the first-order contribution is directly propor-
tional to the coherence at the beginning of the work stroke,
C0, which, for s ≪ 1, is the same for all work strokes in the
cycle (see Ref. [17] and Sec. S9 of Ref. [24]). That is,
Wcyc ∝ C0sw þOðs3wÞ, where sw ¼ P

iswi. Therefore, all
coherent engines using the same resources, and thus having
the same sw and C0, will yield the same Wcyc, regardless of
the engine type. In contrast, for stochastic engines, as C0 is
replaced by the coherence generated within a work stroke,
which is of OðswiÞ, one obtains Wcyc ∝

P
is

2
wi. This non-

linear dependence can lead to different work outputs for
different engine types. For example, a stochastic two-stroke
engine with a work-stroke time τw would yield Wcyc ∝ τ2w,
while its equivalent stochastic four-stroke engine, having two
(τw=2)-long work strokes, would yield a lower work of
Wcyc ∝ 2ðτw=2Þ2 ¼ τ2w=2 [17].
For demonstrating the quantum heat engine effects

discussed above, we use the diamond NV− center [36],
which is an atomic-like system that exhibits several features
that make it suitable for this purpose.
First, its ground-state manifold contains three spin states,

j − 1i, j0i, and j þ 1i, that can maintain coherence for a
substantial amount of time even at room temperature, and
can coherently interact with a microwave (MW) field
serving as the work repository (the “load”).
Second, after optical excitation, the system decays back

into the ground-state manifold both by spin-preserving
radiative decay, and by spin-nonpreserving nonradiative
channels through a metastable spin-singlet state j00i
[Fig. 1(b)]. The system therefore tends to a steady state with
a population difference between the different ground-state
spin components. It can be shown (see Sec. S6 of Ref. [24])
that the dynamics of this process is equivalent to that
produced by coupling to Markovian heat baths, and the
effective system-environment coupling rates can be calcu-
lated for the relevant optical excitation rates (see Sec. S6 of
Ref. [24]). Thus, this system qualifies for demonstrating the
above mentioned effects, relevant for any Markovian
environment.
Third, due to the spin dependence of the nonradiative

decay channels, the fluorescence intensity provides a direct
means to measure the populations within the ground-state
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manifold. This technique, known as optically detected
magnetic resonance [36], provides better sensitivity than
direct measurement of microwave amplification, allowing
us to work in the small-action regime.
As shown in Fig. 1(b) (left), a fixed, external magnetic

field of 0.2 T, applied along the NV− symmetry axis, lowers
the energy of the state j þ 1i below that of j0i by the
Zeeman interaction. Due to spin-nonpreserving decay, the
effective rate of population excitation from j0i to j00i is
much lower than the decay rate from j00i to j0i, while the
effective excitation rate from j þ 1i to j00i is almost equal
to its corresponding decay rate [37]. Thus, when the light is
on, the j0i − j00i (j þ 1i − j00i) subsystem can be seen as
coupled to a cold (hot) bath (see Sec. S6 of Ref. [24]). This
results in population inversion between j þ 1i and j0i
[Fig. 1(b), right]. An external MW field, resonantly excit-
ing only the j þ 1i ↔ j0i transition, can then extract work,
in the form of stimulated emission of MW radiation. Note
that as all MW transitions involving the state j − 1i are out
of resonance, its contribution to the work can be neglected,
and the effective system contains only three levels: j þ 1i,
j0i, and j00i.
The optical excitation inducing the effective thermal

interaction and the MW driving manifesting the coupling to

the work repository can either be interlaced or both be on
continuously, implementing either a two-stroke or a con-
tinuous engine, respectively.
The experimental system consisted of a single crystal

diamond sample containing a dense (∼1018 cm−3) ensemble
of NV centers, two permanent magnets that applied a
constant magnetic field along the ½111� crystal direction, a
MW generator and a MW strip-line waveguide for MW
excitation, a green laser for optical excitation, and a confocal
geometry light collection and detection setup. An acousto-
optic modulator (AOM) was used for the intensity modula-
tion of the laser light reaching the sample, and a fast MW
switch (MS) was used for the amplitude modulation of the
appliedMWs. TheMS and the AOM had switching times of
1.5 ns and 12 ns, respectively, and were both simultaneously
driven at rates of a few MHz by a fast function generator. To
detect the change in fluorescence due to the operation of the
engine—that is, due to the MW driving—lock-in detection
was used. The output of the MW generator was amplitude
modulated by a∼100 Hz squarewave, much slower than the
repetition rates of the engine, and the photodiode signal at
this sideband was registered. More details on the sample,
setup, and setup calibration are given, respectively, in
Secs. S2, S3, and S4 of Ref. [24].
As the only ways the MW field can change level

population and affect the fluorescence rate are through
absorption or stimulated emission, the measured change in
fluorescence could be converted into average output engine
power, in terms of the number of emitted MW photons per
second per NV− center. This was achieved by using the
calibrated excitation rate, the known decay rates of the
system, and a rate equation model. See Secs. S5, S7, and
S10 of Ref. [24] for more details.
These measurement techniques, in combination with the

use of a dense NV− ensemble, allowed us to work with the
very low actions required for demonstrating QTS and
QHME, a regime that has not been explored in previous
NV− experiments [36].
Figure 2(a) presents the measured power output of the

two-stroke engine vs the action per cycle (varied by
changing the cycle time between 30 ns and 180 ns), for
Ω ¼ 2π × ð0.25� 0.01Þ MHz, d ¼ 1=3, and a total ther-
mal coupling rate of γth ¼ 1.76� 0.08 MHz (see Sec. S6
of Ref. [24]), along with the relevant stochastic bound.
For the smallest action applied (dashed frame, enlarged in

the inset), the bound is violated by 2.4 standard deviations,
corresponding to a single-sided p value of 0.0082 (see
Sec. S11 of Ref. [24]). This is a clear indication of a QTS.
We also studied the work output as the coherence of the

system is reduced. Due to inhomogeneous broadening of
the energy difference between the states j0i and j þ 1i, the
engine experiences pure dephasing on a timescale of T�

2 ∼
75 ns (see Sec. S4 ofRef. [24]). Thus, by changing the length
of the thermal stroke, the amount of pure dephasing during
that stroke can be controlled. To ensure that the amount of
pure dephasing is the only parameter that is varied, the optical

FIG. 1. Quantum heat engine schematics. (a) Three basic heat
engine types for a three-level system. Thermal coupling to a cold
(hot) bath is represented by a blue (red) arrow. The unitary
operation induced during the work stroke is represented by the
letter U. The four-stroke engine (right) is equivalent to the Otto
engine when U induces a full population swap. (b) Left: The
relevant levels of the NV− center, and the optically induced
incoherent couplings between them. Solid arrows represent
excitation, and dashed (dotted) arrows represent spin preserving
(nonpreserving) decay. The width of the arrow represents the
transition rate. Right: The effective three-level NV− heat-engine.
The circles represent the steady-state populations. The wavy
black arrows represent microwave driving and stimulated emis-
sion, extracting work.
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excitation rate is lowered as the length of the thermal stroke is
increased, such that the population transfer action of the
thermal stroke is kept constant. The work stroke is also
fixed, with a duration of 10 ns and a Rabi frequency of
2π × 0.25 MHz. The total action per cycle excluding pure
dephasing is thus fixed, at a value of 0.05ℏ.
Figure 2(b) presents the work per cycle in the two-stroke

engine (red) as a function of the thermal stroke duration
(in units of the dephasing time), together with the stochastic
bound (blue). The insets show schemes of the applied cycle
for short and long thermal strokes.
It is clearly seen that the outputwork per cycle decreases as

the thermal stroke duration approaches the dephasing time,
and it drops below the stochastic bound for sufficiently long
strokes. This bound increases slightly at long thermal strokes,
taking into account experimental imperfections. The slight

discrepancy between theory and measurement for long
thermal strokes might be attributed either to homogeneous
dephasing or to charging effects, both neglected in the
present theory (See Sec. S7 of Ref. [24]).
These measurements clearly show that in the small-

action regime, the presence of coherence in microscopic
heat engines is manifested in their output work and power,
allowing them to operate more efficiently than any corre-
sponding classical engine.
Figure 3 presents a comparison between the power

outputs of two-stroke and continuous engines. The symbols
present the power outputs of a two-stroke engine vs its
action per cycle, varied by changing its cycle time, for γth ¼
1.76� 0.08 MHz and several values of Ω, as indicated.
The duty cycle was fixed at d ¼ 1=3. For each data set, the
power output of a continuous engine with the same mean
Rabi frequency and mean effective thermalization rate as in
the corresponding two-stroke engine is presented by the
horizontal, full rectangles. The widths of the rectangles
signify the measurement error. The clear convergence in the
performance of the two engine types for small two-stroke
engine actions constitute the first experimental verification
of QHME. The theoretical predictions for the output power
of the two-stroke (continuous) engine are presented in
Fig. 3 by the solid (dashed) lines (see Sec. S7 of Ref. [24]).
In conclusion, we have used an ensemble of NV− centers

in diamond for implementing two different types of

FIG. 2. Quantum thermodynamic signatures. (a) Beating the
stochastic bound: Measured power output of the two-stroke
engine (dots) vs the action per cycle, the theoretically predicted
power (red line), and the stochastic bound (blue line) calculated
for the measured Rabi frequency used in the experiment. Error
bars (shaded regions) mark the experimental (theoretical) 1σ
uncertainty. For the lowest action, the measured power is 2.4σ
above the stochastic bound. (b) Work output per cycle of the two-
stroke engine vs thermal stroke duration in units of dephasing
time T�

2 ¼ 75 ns. Red dots (line) present the measured data
(theoretical prediction). The blue line is the stochastic bound. The
work-stroke length and Rabi frequency are fixed, while the
optical excitation rate is adjusted to keep the thermal action
constant. The insets on the left (right) depict cycles with a short
(long) thermal stroke. The measured work output decreases to
below the bound.

FIG. 3. Quantum heat machine equivalence of two-stroke and
continuous engine types. The dots present the power output of the
two-stroke engine, running at a duty cycle of 1=3, measured for
different values of the action per cycle (varied by changing the
cycle time). Each data set is for a different peak Rabi frequency,
as indicated in the legend. The same thermal coupling rate,
γth ¼ 1.76 MHz, is applied for all data sets. The error bars
present the measurement uncertainty. The shaded regions re-
present the measured output powers of the continuous engine and
their uncertainties for Rabi frequencies and thermal coupling
rates that are 1=3 and 2=3, respectively, of those applied in the
corresponding two-stroke engines, such that the mean values are
the same. The theory predictions for the continuous (two-stroke)
engine are given by the dashed (solid) lines. For small actions, the
convergence in performance of the two engine types is clearly
seen.
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quantum heat engines, and we have observed both a QTS
and the QHME. This constitutes the first experimental
measurement of quantum effects in heat machines. While
the theory in Ref. [17], derived for an idealized three-level
system with ideal Markovian environments, can be verified
analytically, this work demonstrates that a physical system
with many levels can satisfy all the assumptions needed in
the theoretical derivation, and it shows that these effects
are experimentally accessible. We therefore hope that this
work will motivate further research along at least three
lines. (i) Demonstration of quantum effects in other
physical realizations of heat machines such as supercon-
ducting circuits [20,21] and ion traps [18,19]. Hopefully,
with these it will be possible to verify the validity of the
QHME also for transient dynamics [17] and for four-stroke
machines. (ii) Theoretical search for quantum thermody-
namic signatures in heat machines based on other quantum
characteristics such as entanglement [38], the violation of
Leggett-Garg inequalities [39,40], and quantum discord.
(iii) Application to the design and development of novel
devices such as room-temperature masers [41,42]. We
further hope that this work will be of interest to other
research areas concerned with the role of quantum coher-
ence in the enhancement of work extraction by microscopic
heat engines, such as the study of photosynthesis [43] and
the development of solar cells.
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