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We study the high-pressure strength of Pb and Pb-4wt%Sb at the National Ignition Facility. We measure
Rayleigh-Taylor growth of preformed ripples ramp compressed to ∼400 GPa peak pressure, among the
highest-pressure strength measurements ever reported on any platform. We find agreement with 2D
simulations using the Improved Steinberg-Guinan strength model for body-centered-cubic Pb; the Pb-4wt
%Sb alloy behaves similarly within the error bars. The combination of high-rate, pressure-induced
hardening and polymorphism yield an average inferred flow stress of ∼3.8 GPa at high pressure,
a ∼250-fold increase, changing Pb from soft to extremely strong.

DOI: 10.1103/PhysRevLett.123.205701

Material deformation at high pressure and strain rate is a
burgeoning research topic with applications in geophysics,
inertial fusion, and ballistic penetration and advanced
armor design [1,2]. While direct dynamic strength, or flow
stress, measurements under high-strain-rate, high-pressure
conditions exceeds current capabilities, there are several
techniques from which it can be inferred, including ramp
release [3], x-ray diffraction [4–6], and EXAFS [7]. We
compare in situ plastic flow measurements to predictions
from hydrodynamics simulations that include flow stress
models. Our method, which builds upon the concept
pioneered by Barnes et al. [8] and the development of
hohlraum-based, reservoir-gap ramp drives [9], accelerates
a sample with preformed sinusoidal ripples, while main-
taining high-pressure conditions within the sample (see
Fig. 1). As the sample is accelerated, the ripples grow via
Rayleigh-Taylor (RT) instability [10,11] and are radio-
graphically characterized [12,13]. The working principle of
these measurements is that RT growth of the ripples is
suppressed by the material’s flow stress: the greater the
flow stress, the less the ripple growth for the same
acceleration and Atwood number.
The crystallographic structure of a material is a key

factor influencing its strength, since the lattice structure
affects the Peierls stress (the barrier to dislocation move-
ment through the crystal lattice). For example, body-
centered-cubic (bcc) metals like Ta and V have a relatively
large strength even at low strain due to high Peierls stress.
On the contrary, face-centered-cubic (fcc) metals like Pb
often have comparatively lower ambient strength and
different hardening behavior, since dislocations glide more
easily with a lower Peierls barrier. Much work using the RT
growth technique has focused on Ta and V [12,13], which

were expected to stay in the bcc phase throughout the
experiments; our team is also currently investigating shock-
melted Cu. While ambient Pb forms the fcc phase, the
expected phase transformation to bcc at ∼50 GPa [14–17]
should significantly change the flow stress behavior in our
experiment (see Fig. 2). However, no flow stress data for Pb
currently exist at these high pressures to test this hypothesis
and the predictions of the Pb flow stress models.
Lead is commonly alloyed with antimony to increase

strength for applications ranging from lead-acid batteries
(∼4–10wt%) [23,24] to bullets (∼2–5wt%) [25]. In anti-
monial lead with more Sb than the 3.5wt% solubility limit
and less than the 11.2wt% eutectic concentration, the grains
are predominantly Pb with a small amount of fine-scale Sb
rodlike particles with Pb-Sb eutectic at the grain boundaries
[24]. Alloying with 4wt% Sb results in 4× increase in

FIG. 1. Cutaway diagram of the experimental setup including
the hohlraum, multilayer ablator/reservoir, rippled sample pack-
age, and backlighter. Bottom left: initial ripples and ripple-growth
simulations with and without strength.
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strength at ambient conditions and the relatively low strain
rate of 103 s−1 [47 MPa vs 12 MPa at strain ðεÞ ¼ 0.15]
[26,27]. It is an open question whether this kind of alloying
increases high-pressure dynamic strength. This motivates a
new capability to increase sample size allowing side-by-
side measurements of pure and alloyed metals subjected to
identical drives.
In this Letter, we present results of experiments used to

infer the flow stress in Pb and Pb-4wt%Sb at peak pressures
of ∼400 GPa and strain rate ∼106–108 s−1, determined by
simulations. We use a novel, foam-based multilayer
expanding plasma drive [9,12,28] that prevents melting
at these pressures despite the low ambient melting temper-
ature of lead and shock Hugoniot melting pressure
(∼54 GPa) [15,29]. A time series of five x-ray radiographs
characterize the growth of preformed ripples in experiments
at the National Ignition Facility (NIF), similar to experi-
ments using the Omega laser facility at lower peak
pressures (∼100 GPa) [13,30,31]. We evaluate different
flow stress models by their ability to reproduce these
measurements in radiation hydrodynamic simulations.
The original Steinberg-Guinan (SG) model [32] and the

newer Improved Steinberg-Guinan (ISG) model [20] are

the only available dynamic flow stress models for Pb. Both
models assume that the pressure and temperature depend-
ence of the flow stress follows the shear modulus. However,
the SG model parameters are extrapolated to high pressure
from measurements of ambient fcc Pb. Rudd et al. [20]
addressed this issue with the ISG model, which is based on
the high-pressure bcc phase and predicts 65% larger flow
stress than the SG model in our experimental conditions.
Lacking experimental data in this regime, the shear
modulus for the ISG model was calculated using density
functional theory (DFT) and quantum molecular dynamics
(QMD), which explicitly account for crystalline structure.
The ISG model is intended for high-pressure, high-rate
deformation, but is not explicitly rate dependent [33–35] or
designed to describe slip-to-twinning transitions [36].
Figure 1 shows our experimental setup. We use a

reservoir-gap plasma drive generated by heating a hohl-
raum with 160 NIF beams (∼800 kJ); the reservoir is a
multilayer density gradient stack [37] (see Supplemental
Material [38]) that expands across a gap, ramp compressing
the sample as it stagnates. This technique shapes the drive
and prevents melting in the rippled sample. The ripple
amplitudes and substrate thickness are chosen to produce
sufficient radiographic contrast while preventing degrada-
tion from effects like feedthrough [39] and nonlinear ripple
growth. Feedthrough occurs when the sample is hydrody-
namically thin and the ripple growth produces sufficient
flow to form unwanted ripples on the rear surface. We find
no evidence of nonlinear growth in the ripple lineouts and
mitigate feedthrough with the design. Characterization of
the Pb and Pb-4wt%Sb samples were performed via
scanning electron microscope (SEM) and energy dispersive
x-ray analysis (EDAX). We find that the grain sizes are
∼10 s μm for Pb and ∼5 μm for Pb-4wt%Sb; in the alloy,
Sb atoms mostly reside along the Pb grain boundaries.
The driven samples are radiographed face on using a

high-energy (>25 keV) x-ray source generated from an Ag
foil heated with 12 tightly focused NIF beams. Example
data is shown in Fig. 3. High-resolution 1D imaging is
produced using a wedged slit (15 μm × 300 μm, ∼7°
opening angle). The image plate data are digitized into
photo-stimulated luminescence (PSL), which is linearly
related to an x-ray dose. We use an Au knife edge to derive
the modulation transfer function (MTF) [40] and correct for
source size effects [41,42]. The corrected amplitude η is
calculated from the observed amplitude in PSL, ηobserved,
using Eq. (1).

η ¼ ηobserved
MTFðλÞ ½PSL� ð1Þ

The in situ areal density ripple amplitude ðρΔRÞdriven is
determined from η using a step-calibration table con-
structed with Pb/Pb-4wt%Sb steps. We characterize the
ripple growth by the growth factor GF:

FIG. 2. Pressure-temperature conditions traversed in the RT
experiment up to 80 ns, as simulated, plotted on the Pb phase
diagram. The solid boundaries and melting curve up to 80 GPa
are from Dewaele et al. [15] including the fcc-hcp phase
boundary from Kuznetsov et al. [18] and the zero-temperature
hcp-bcc transition from Mao et al. [19]. Above 80 GPa, the
melting curve is based on the results from Dewaele but modified
as described by Rudd et al. [20]. The grayscale shading
corresponds to a relative frequency histogram of sampled
pressure-temperature phase space by the Pb in the simulation.
The contours show the temporal evolution through P-T space;
ranges are given in the upper-right inset. The portion of the
Hugoniot plotted in solid is taken from Dai et al. [21]; the dot-
dashed portion is calculated using data fromMarsh et al. [22] The
bottom-right inset shows the agreement between the velocity
observed from a witness sample and corresponding LASNEX
simulation.
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GF ¼ ðρΔRÞdriven
ðρΔRÞinitial

: ð2Þ

The thermodynamic history is determined by combined
experiment and simulation. The plasma drive loading is
characterized by matching the surface motion of a witness
sample recorded by VISAR on a separate shot (N150608-
04) with LASNEX radiation hydrodynamics simulations
[43] as described by Prisbrey et al. [28]. This drive is
applied to the rippled sample package in a hydrodynamics
simulation using the ARES code [44]. Temporal histograms
of the Pb pressure and ISG flow stress are shown in
Figs. 4(a) and 4(b), respectively; also shown in Fig. 4(a),
are the calculated ripple growth factor, ripple growth rate,
and tracer particles.
The sample is initially shocked into the hexagonal-close-

packed (hcp) phase region before compression into the bcc
phase region, the observed phase in our conditions [17].

After a series of reverberations driving the Pb to
∼100–200 GPa, the sample reaches peak pressure of
∼400 GPa at ∼50 ns, corresponding to peak ISG flow
stress of ∼4.5 GPa. The average pressure throughout the
sample is held at ∼350 GPa for ∼7 ns and then releases to
200–250 GPa. The other thermodynamic variables largely
follow qualitatively similar paths, though the rear of the
sample is heated an extra ∼500–1000 K by a shock wave
that appears briefly due to coalescence of multiple waves
around 45 ns. This is not expected to significantly affect our
growth factor measurements as the difference is only
∼5–10% of the calculated melting temperature and both
are below melt.
Figure 5 shows experimental growth factor data vs probe

delay. The upper-left inset shows full growth curves with an
extra curve using ISG but using the density of Pb-4wt%Sb.
The bottom inset shows the driven experimental ripple
growth for Pb samples at 55 ns and 65 ns probe time,
showing no evidence of nonlinear growth consistent with

FIG. 3. X-ray radiograph data from N171025-02. Pb (top) and Pb-4wt%Sb (bottom) ripples are boxed in red; Pb and Pb-4wt%Sb step
foils in purple; the Au knife edge in gold; and undriven Pb-4wt%Sb ripples in green. The driven Pb-4wt%Sb region of interest is shown
in dashed blue; the background-subtracted lineout (blue) and the ρR (orange) from the corresponding simulation are also shown. The
bottom images show the knife edge lineout, the MTF, and the Pb-4wt%Sb lookup table. Uncertainty (�1σ, 3σ, see the Supplemental
Material [38]) is shown in dark and light-shaded blue. The substrate thickness (solid) and observed amplitude (dashed) is shown in red
and the steps in orange.
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the design. All data are taken when the model predictions
start differentiating at peak pressure (55 ns) and later during
release. While most of the distinguishing growth occurs
during the highest-pressure conditions, the integrated
nature of our platform enables meaningful measurements
when the sample is releasing from the highest-pressure
state. As expected, the no-strength simulations predict the
largest growth and are beyond the experimental error bars
when they are sufficiently separated from the other models.
The fcc-based SG model predictions improve on the no-
strength case and overlap the error bars in a few cases, but
clearly and systematically over-predict the ripple growth.
Finally, the stronger, bcc-based ISG model reproduces the
data well, with the error bars overlapping the model
prediction at each datum.
Despite the polymorphism exhibited by lead across the

range of experimental conditions, we only consider single-
phase flow stress models. This is possible because the
ripple growth predominantly occurs while Pb is in the bcc
phase at peak acceleration and pressure. Furthermore, the

growth factor is small (<1.5 in all models) and growth
factor curves for the different flow stress models do not
differentiate until well after the sample crosses the hcp-bcc
phase boundary at ∼40 ns. Additionally, the ripple growth
rate and pressure histogram shown in Fig. 4(a) are highly
resemblant indicating that the largest growth rates occur
while the sample is at the highest pressures. This is
consistent with standard RT growth since the largest
acceleration occurs for the largest jumps in pressure.
The flow stress calculated by the ISG model, which

reproduces our experimental growth factor data, is shown
in Fig. 4(b). The inferred flow stress averaged across the
high-pressure plateau spanning ∼49–56 ns is ∼3.8 GPa,
representing a ∼250× increase over ambient. While this
value is high, it is comparable to the 6 GPa inferred flow
stress for Ta at 100 GPa [13] and 2.5 GPa inferred flow
stress found at 90 GPa peak pressure in V [12]. While these
flow stresses are all of the same order of magnitude, the
inferred Pb hardening is much higher than the ∼8× for Ta
inferred using the Livermore Multiscale Strength (LMS)
model, which found very high dislocation density,
approaching saturation [34], where the corresponding
Taylor hardening dwarfs other microstructural contribu-
tions [13]. While ISG does not include the same detailed
physics as LMS, we expect any well-behaved flow stress
model that could reproduce our experimental data to yield
similar values for the average flow stress during ripple
growth, independent of the mechanism.
Beyond the hardening mechanisms Pb shares with Ta, we

need to consider whether the flow stress of Pb in the RT
experiments is affected by phase transformation, specifically

FIG. 4. Temporal evolution of (a) pressure and (b) flow stress in
Pb from the simulation of N171025-02 (∼1 μm initial ripple
amplitude). The color denotes the relative frequency of the Pb
pressure and flow stress, respectively, at that time as sampled
from the simulation. Panel (a) also shows the calculated GF
[unitless] and growth rate [1=10 ns], indicated on the right axis.
Two pressure history tracer particles, which are initialized 2 μm
from a ripple peak (front) and rear surface (back), are also shown
in (a). The right axis of (b) indicates the flow stress normalized to
the ambient yield stress, Y0.

FIG. 5. Growth factor data for Pb (blue squares) and Pb-4wt%
Sb (orange circles) with ∼0.4 μm initial ripple amplitude and
hydrodynamics simulations using no strength, fcc-based Pb SG
model, and the bcc-based Pb ISG model. Discontinuities in the
simulation curves are due to shot-to-shot variations. The inset
shows full growth factor curves for 65 ns delay with an additional
simulation curve using Pb ISG with Pb-4wt%Sb initial density
(11.15 g=cm3). Driven ripple growth data for 55 ns and 65 ns
experiments is shown in the bottom-right corner.

PHYSICAL REVIEW LETTERS 123, 205701 (2019)

205701-4



in two possibleways: (a) the flow stress in the high-pressure
bcc phase of Pb may be greater due to microstructural
differences resulting from the phase transformation, and
(b) the flow stress increase may be greater due to lower
strength of the initial (fcc)metal. First consider case (a), such
as in iron. Iron RT-experiments have been performed with
peak pressure of ∼100 GPa, whose data were consistent
with flow stress> 40 GPa [31]. Separate EXAFS measure-
ments made at peak pressure 560 GPa were consistent with
an upper limit of ∼70 GPa attributed to significant plastic
work heating [7]. It has been suggested that the high flow
stress of iron is caused by Taylor hardening due to
dislocations associated with the α-ϵ phase transformation,
a reduction in dislocationmobility in the hcp phase, or grain-
size strengthening (the Hall-Petch effect) related to an
ultrafine grain structure. For example, formation of
2–15 nm sized grains has been reported when single crystal
iron is shocked across theα-ϵ phase boundary [45].While Pb
crosses the hcp and bcc phase boundaries in the RT
experiment, its flow stress may be significantly lower than
irons since it is deforming in a cubic phase rather than a low-
symmetry phase and unlike iron it does not undergo strong
volume collapse at either transition. Furthermore, recent
diffraction experiments see no evidence of formation
of <10 nm grains under dynamic compression in this
regime [17].
The growth factor data in Fig. 5 show no difference

between Pb and Pb-4wt%Sb beyond the experimental error
bars (described in the Supplemental Material [38]). This
implies similar flow stress behavior (i.e., no significant
alloy strengthening) as the alloy is only 1.6% less dense
than the Pb and therefore experiences very similar hydro-
dynamic conditions. While there are small differences
between the respective equations of state [46], our experi-
ments are designed to minimize these effects. This absence
of alloy hardening is in contrast to the ambient behavior
where alloying with 4wt% Sb produces 4× hardening
[26,27]. The unalloyed Pb shows similarly high flow stress.
The agreement in the Pb and Pb-4wt%Sb growth factor
data therefore suggests that the Taylor hardening together
with pressure hardening (and possibly twinning) dwarfs
any alloy-related hardening including alloy-induced grain
boundary segregation hardening arising from the Sb, which
is mostly distributed on the grain boundaries, and other
microstructural changes.
The technique described here can be used to probe the

flow stress of multiple samples simultaneously at pressures
up to∼400 GPa. The high energy drive at the NIF enables a
large hohlraum and thus a large planar drive combined with
a low-density foam-based multilayer reservoir to keep the
temperature below melt during compression. The observed
growth factor for Pb is described well by simulations using
the ISG flow stress model for high-pressure bcc Pb, without
explicitly accounting for the transformations to reach bcc or
changes to the grain structure or any plastic reversion

during release [47]. The inferred peak flow stress of
∼4.5 GPa and plateau average of ∼3.8 GPa is much higher
than at ambient conditions. The Pb-4wt%Sb alloying has
no measurable effect on the flow stress. Whether these
properties are common to other metals and alloys remains
an interesting, open question suitable for this platform.
These are among the highest-pressure flow stress data ever
recorded on any platform and the first to investigate the role
of alloy strengthening in this regime.
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