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Quantum error correction is a critical technique for transitioning from noisy intermediate-scale quantum
devices to fully fledged quantum computers. The surface code, which has a high threshold error rate, is the
leading quantum error correction code for two-dimensional grid architecture. So far, the repeated error
correction capability of the surface code has not been realized experimentally. Here, we experimentally
implement an error-correcting surface code, the distance-three surface code which consists of 17 qubits, on
the Zuchongzhi 2.1 superconducting quantum processor. By executing several consecutive error correction
cycles, the logical error can be significantly reduced after applying corrections, achieving the repeated error
correction of surface code for the first time. This experiment represents a fully functional instance of an
error-correcting surface code, providing a key step on the path towards scalable fault-tolerant quantum
computing.
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Introduction.—Progress towards scalable fault-tolerant
quantum computation relies on exploiting quantum error
correction (QEC) to protect quantum systems against
inevitable noises [1–7]. Notable experimental implemen-
tations on a variety of QEC architectures include surface
code [8–11], REPETITION code [9], BOSONIC code [12–14],
SHOR code [15,16], COLOR code [17,18], [ [5,1,3] ] code
[19], etc. [20,21]. The surface code is so far the leading
candidate for fault-tolerant quantum computation, featuring
a high threshold error rate and requiring only nearest
neighbor interactions on a two-dimensional square lattice
[22–24]. This property makes it is perfectly compatible
with the devices fabricated using planar photolithography,
such as superconducting and quantum dot systems. In
2014, Barends et al. first realized high fidelity quantum
gates at the fault-tolerant threshold for the surface code in a
superconducting quantum processor [25]. Surface code
experiments have since been progressively developed in
terms of scale and utility. The entangling operations
between two four-qubit surface codes using lattice surgery
has been demonstrated in a ion-trap quantum processor
[10]. Most recently, the surface code with distance-two has
been realized with seven qubits to demonstrate the repeated
error detection [8,9,11]. Until now, all the surface code
experiments have only the ability to detect errors, and

repeated error correction of surface code has not been
implemented in any experiment. However, as the system
size and circuit depth grow, the fidelity decreases exponen-
tially, making it impractical to rely solely on error detection
and dropping error events.
The ability of repeated error correction is essential for

realizing large-scale quantum algorithms [26–29], but it is
significantly more difficult than just error detection. On the
one hand, more redundant qubits are required for error
correction than for error detection. However, scaling the
number of qubits while maintaining high-fidelity quantum
operations remains a key challenge for quantum comput-
ing. On the other hand, one needs to know the exact number
of qubits that are corrupted and more importantly, their
location in the quantum state and the type of error.
In this Letter, we present the first implementation of

repeated error detection and correction of the surface code.
Specifically, by encoding the logical state using a distance-
three surface code on the Zuchongzhi 2.1 superconducting
quantum system [30,31], we show that the logical error can
be reduced by up to about 26% after applying corrections in
postprocessing. We also test the error detection perfor-
mance of this code, and observe that the lifetime of the
logical qubit is longer than those of any constituent
physical qubits, when we postselect the instances that no
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error is detected by both data qubits measurements and the
stabilizer measurements in any cycle. Our studies, for the
first time, demonstrate the feasibility of repeated quantum
error correction using surface code, guiding future efforts to
realize more powerful large-scale quantum error correction.
Encoding the logical qubit with a distance-three surface

code.—The surface code, as suggested by Refs. [22–24]
can be implemented on a two-dimensional array of physical
qubits with only nearest-neighbor coupling, making its
realization readily available on the Zuchongzhi 2.1 super-
conducting qubit platform. Here, we have chosen 17 out of
the 66 qubits from the Zuchongzhi 2.1 system and created a
distance-three surface code.
Its structure are depicted in Fig. 1(a). This 17-qubit

surface code consists of 9 data qubits and 8 measurement
qubits. The data qubits, which store the computation
quantum state, are represented by gray dots with label
Dj, j ¼ 1; 2;…; 9. There are two types of measurement
qubits. The green dots whose label starts with Z describe
Z-ancilla qubits which measure the Z parity of its adjacent
data qubits, while a red dot, whose label has an X in it,
depicts an X-ancilla qubit that checks the sign of the
product of Pauli X operators acting on its neighboring data
qubits. Taking measurement over all ancilla qubits projects
the code space into the subspace spanned by the eigenstates
of these parity check operators. The corresponding out-
comes completely describe the state of the system. And any

error occurred amid a process will manifest itself as a
change in the measurement of these ancilla qubits. This
enables us to keep track of the evolution of the system with
only ancilla qubits without the risk of corrupting it.
Between each data qubit and measurement qubit, there

resides a coupler denoted by a square rectangle. The
introduction of couplers allows us to dynamically turn
on and off interactions between nearest neighbor qubits
[32]. On one hand, this allows us to implement entangling
operations on adjacent pair of qubits while being protected
from unwanted crosstalk. This makes it possible to pack all
two-qubit gates in one surface code cycle into four layers.
On the other, the architecture also alleviates the frequency
crowding problems, making it easier to scale up the
quantum system.
Figure 1(b) describes gate sequences in one surface code

cycle. The ordering of the qubits here is in accordance with
the spatial distribution as illustrated in Fig. 1(a). The gates
are applied from left to right in 9 time steps. All operations
encapsulated in the same colored box are applied simulta-
neously. The color of each two-qubit gate also matches that
of the edge in Fig. 1(a) to facilitate understanding of the
order of gates in a physical context.
The line with two dots on the ends represents a

controlled-phase gate, i.e., CZ gate. The circuit is modi-
fied from the one used in Ref. [33] to facilitate gate
implementations on our hardware. One of the changes is
to replace all Hadamard gates by RYð�π=2Þ rotations,
aside from reshuffling of gate ordering. The replace-
ment is based on the fact that a Hadamard gate can be
decomposed as H ¼ ZRYð−π=2Þ or H ¼ RYðπ=2ÞZ
and ðI ⊗ ZÞCZðI ⊗ ZÞ ¼ CZ.
As a last step of the surface code cycle, all states of the

ancilla qubits are measured in the Z basis, where extra
Y gates, which are equivalent to Hadamard gates, are
applied on the X-ancilla qubit to produce the needed
X measurement. In the meanwhile, a dynamical decoupling
operation (DD) [9] is applied to the data target to mitigate
the dephasing problem of the data qubits.
System calibration.—Figure 2(a) displays the integrated

histogram for a single-qubit gate, CZ gate, and readout
error after performing calibration. Each single-qubit gate
can be implemented in 25 ns with an average error of
0.092%. The duration of each CZ gates is set to be 32 ns,
with the average error being 0.878%. The measurement
operation takes 1.5 μs. With this setting, average readout
error is 5.389%. Since the readout read line width κ=2π is
small in our experimental setup, to reduce the effect of
photon residue in the resonator before gate recommence,
we conservatively insert an idle operation of 2.0 μs after a
measurement, extending the time cost to 3.5 μs for a
measurement operation.
Not only do we need to know how well we are doing

with basic quantum operations, it is also necessary to assure
ourselves that the complex state preparation and circuit

(a) (b)

FIG. 1. Layout and circuit implementation. (a) Structure sche-
matic of distance-three surface code. 17 qubits are choosen from
Zuchongzhi 2.1 superconducting quantum processor, with 8 data
qubits (gray dots), 4Z-type ancilla qubits (green dots), and
4X-type ancilla qubits (red dots). Each pair of qubits is connected
with a coupler (black rectangle). Connecting lines are colored
according to their involvement in two-qubit gate layers as shown
in (b). (b) Circuit for one error correction cycle. Dots on the left
are in one-to-one correspondence to those in (a). Squares with
Y− and Yþ represent Y rotation by an angle of −π=2 and π=2.
Line with two dots denotes a controlled-phase gate. All gates in
one color block are applied simultaneously. Gray rectangles with
Z denote a measurement in the Z basis. Block labeled DD are for
dynamical decoupling operators.
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operation are well understood. For this purpose, we carried
out a random circuit sampling task tailored for the surface
code experiment, and compute the linear cross-entropy
benchmarking fidelity, which is defined as

FXEB ¼ 2nhPðxiÞi − 1; ð1Þ

to characterize the performance in a circuit level, where n is
the number of qubits, PðxiÞ represents the probability of
bitstring xi computed for the ideal quantum circuit.
The random circuit is made up of alternating layers of

two-qubit gate and single-qubit gate, but it is slightly
different from the previous works [30,31,34]. To properly
extract the effect of gate sequence to the fidelity, the two-
qubit gates are chosen from the set {A, B, C, D} in the same
order as the surface code cycle. The single-qubit gate
is set in the same fashion as how the Zuchongzhi 2.1 is
benchmarked [30,31]. To be explicit, a random gate is
selected from the pool of gates {RXðπ=2Þ, RYðπ=2Þ and
RXþYðπ=2Þ} and applied to each of the 17 qubits, with the
only requirement such that subsequent single-qubit gate
cannot be the same. In total, we stack 21 single-qubit gate
layers and 20 two-qubit gate layers in the circuit for the
sampling task.
We have sampled 9 instances of random circuits with

different random seeds [see Fig. 2(b)], and the average
fidelity achieved is 0.030� 0.002. We also calculate a
prediction of this value, which is 0.033, by taking the
product of the Pauli fidelity of each single-qubit, two-qubit
and measurement operation. As can be seen from the result,
the fidelity of each gate is capable of predicting the circuit
performance notwithstanding the inevitability of crosstalk
and tailing in wave fronts.
Experimental results.—With enough information about

fidelity in both gate and circuit levels, we are ready to carry
out surface code experiments. For illustration purposes, we
will consider the performance of the code in preserving the

logical zero state (j0Li) and logical minus state (j−Li in the
main text and leave the discussions of logical one state
(j1Li) and logical plus state (jþLi) surface code in the
Supplemental Material [35], which includes Refs. [36–41].
To initialize a j0Li (j−Li) state, the data qubits are prepared
in j0i⊗9 (j−i⊗9) states with all ancilla qubits set to j0i
states. Then one surface code cycle, as shown in Fig. 1(b),
is applied which casts the Hilbert space into an eigenstate of
all syndrome measurement operators. Depending on the
data qubit being in a j0i or j−i state, this corresponds to a
logical j0Li or j−Li state, respectively. The state we obtain
at this stage is described as round 1 in Fig. 3. The detection
event fraction for round 1 equals the syndrome measure-
ment values, which for perfect system without errors,
should be 0.
Then, we repeat the surface code cycle up to 12 times. At

the end of each stack, the states of all eight syndrome
qubits, both the X and Z ancilla, are measured. For the last
clock cycle, we also measure the state of the data qubits in
the same basis as the syndrome measurement. This will
give us an extra piece of information about the stabilizer. In
total, for the circuit with n cycles, we record n sets of
measurement about the ancilla qubits and one set of
outcome for data qubit. Here we only show the error
detection in the Z (X)-type ancilla qubits for logical j0Li
(j−Li) state in the main text, as the reading from the X (Z)-
type ancilla qubits, which are only sensitive to the phase
(bit) flip errors and thus in principle have no influence on
the logical Z (X) measurement of the logical j0Li (j−Li)
state, would not so informative. Full data can be found in
the Supplemental Material [35].
A direct information one can extract from these data is

error occurrence. To do so, the state of a measure qubit
takes an XOR operator with that of its previous run, giving
rise to the value of a stabilizer relating to this cycle. This
operation serves the same purpose as a reset gate acting on
the ancilla qubits, which is missing in our circuit. The
stabilizer on the first run simply adopts the value of the
reading from the first measure. Aside from these stabilizer
values, an extra record is created by comparing the

(a) (b)

FIG. 2. System calibration. (a) Integrated histogram of single
qubit RYðπ=2Þ rotation (1Q XEB), CZ gate (2Q XEB) and
readout error (readout). (b) Cross entropy benchmarking fidelity
from random sampling tasks for 9 instances of random circuits.
Solid dots represent average fidelity over repetitions of sampling
task with the same random seed. The average fidelity is 0.030.
Error bars describes �5σ statistical deviation, color band is for
�3σ with σ ¼ 1=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Nsample
p

, where Nsample ¼ 1440000.

FIG. 3. Error detection rate. (a) Detection event fraction curve
for logical j0Li state as a function of surface code cycles. Various
lines describe the fraction of samples with an error detected on the
corresponding Z-type ancilla qubit. (b) Detection event fraction
for logical j−Li state.

PHYSICAL REVIEW LETTERS 129, 030501 (2022)

030501-3



calculated ancilla qubit state from the parity of the data
qubits to the values measured in the last run. Whenever a
changes occurs in subsequent stabilizer values, a detection
event of errors is fired.
Making use of the 13 rounds of stabilizer values, we can

execute detection event analysis. The result is shown in
Fig. 3. Figure 3(a) describes the fraction of a detection
event (DEF) for the logical j0Li state. Each line corre-
sponds to the DEF for one Z-ancilla qubit. Here, the value
of the first and last round is apparently lower than the
others. This is a result of skipping idle operation which
applies to all measurements except the last one. Since the
first set of data is copied directly from the measurement
without comparing with a physical data, the influence of an
idle operation is also reduced. The curves in the middle are
flat across different rounds, with slight lifting in the trend. It
relates to leakage into a state out of the computational basis.
Since the effect is minor, it indicates a low leakage error
rate in our system. Overall, roughly 33% of measurements
signaled a detection event. We attribute this high rate to our
long measurement duration. Figure 3(b) describes the same
quantity for the logical j−Li state. The experiment is done
similarly except that we place a RYð−π=2Þ gate in the
beginning and RYð−π=2Þ gate in the end of the circuit to
each data qubit to produce the j−Li state after the first
cycle, and measure all the data qubits in the X basis after the
final cycle. We see a similar result as we did for the logical
j0Li state, as expected.
The power of a surface code lies beyond it capability to

detect errors. The pattern of the occurrence of these
anomalies shed light on the errors happening on the data
qubits. A powerful tool to visualize the correlation among
each detection events is the correlation matrix. The corre-
lation matrix describes the likelihood of observing a
detection event at ancilla qubit Dj at round Rj given an
error occurs at site Di at round Ri, which can be written as

pij¼
hpDiRipDjRji−hpDiRiihpDjRji

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

hðpDiRi−hpDiRiiÞ2ihðpDiRi−hpDiRiiÞ2i
p −δij; ð2Þ

with δij being the Kronecker delta with δij ¼ 1 if i ¼ j
and 0 otherwise.
The measurement we have made and the resulting

syndromes are converted into a correlation matrix as shown
in Fig. 4(a) for logical j0Li state and Fig. 4(b) for logical
j−Li state. The main diagonal blocks describe simultaneous
correlation of detections among various ancilla qubits. The
patterns it presents are consistent with the topology of the
surface code and can be explained with potential crosstalks
between neighboring gates. The blocks away from the main
diagonal by a distance of one or two correspond to
detection events one or two QEC cycles apart. The peaks
in detection correlation in these blocks are due to error
cumulation along the cycles since no reset operations are
taken between two surface code cycles. As to the patterns

further away, they may be explained by leakage to state out
of the computational basis. Here, we have truncated the
correlation matrix at p ¼ 0. The negative correlations are
ignored which comes from us ignoring higher order
correlations.
Once an error has been detected, we can post-process the

data and reduce the effect it brings to our system. One direct
method is to drop erroneous data all in all. This simple
treatment can greatly improve the fidelity of the logical
state stored in our system by sacrificing efficiency of a
dataset. Here fidelity refers to the fraction of logical states
that is intact after a certain clock cycles. The results are
shown in Figs. 5(a)–5(b). There are five lines in each graph.
The purple line is obtained as described before. That is, the
fidelity is calculated using data where no error is detected.
Here the green line describes the situation where we only
drop data if the final measurement of the data qubits implies
an error. The navy line corresponds to the case where
detection is based on measurement on ancilla qubits only.
The red lines are obtained with all data without any
postprocessing. We have also included a gray dotted line
describing the calculated fidelity based on the maximum
physical relaxation time T1 of participating physical qubits.
By comparing these lines, we can see that both the
measurement on data qubits and that on the ancilla qubit
helps detecting errors and neither of them is capable of
detecting all instances of error by itself. The inset describes
the retained rate as a function of QEC round. Because of the
exponential drop of the retained rate, we did not exercise
analysis for rounds > 5 with the number of shots for each
experiment set to 480 000.
We derived the logical error rate by fitting the curves

with the expression used in Ref. [42]:

FLðkÞ ¼
1

2
½1þ ð1 − 2ϵLÞk−k0 �: ð3Þ

Here k0 and ϵL relate to a shift in the round index and
logical error rates which are to be fit. The fitted logical error
rates are shown by each line. We also calculate the coherent

FIG. 4. Error detection correlation. (a) Correlation matrix for
logical j0Li state. The finer scale is used for the marking of
ancilla qubits and each block has a definite cycle index. Color
scheme is presented in the side color bar with the dark side for
low correlation and yellowish side for strong correlation.
(b) Correlation matrix for logical j−Li state.
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time for the logical state using the following formula
modified from Ref. [42] by considering decoherence from
the j0i and j1i states,

TL ¼ τcycle
2ϵL

; ð4Þ

where τcycle is the wall-clock time for each cycle that can be
calculated from the duration of single-qubit gate τ1Q, two-
qubit gate τ2Q, and measurement with waiting time for
photon depletion τMþD. To mitigate the distortion in the
Z-pulse signal of a CZ gate between layer B and C, we
insert an idle operation in between for the same duration of
a single-qubit gate, resulting in a total duration of
5τ1Q þ 4τ2Q þ τMþD ¼ 3.753 μs. Plug in this value, and
together as the error rate, we obtain the logical coherent
time TL for each postprocessing scheme. The result is listed

by each line in Figs. 5(a) and 5(b). As can be seen from the
results, after dropping instances of errors detected in data
qubits or measurement qubits, the lifetime of postselected
logial qubit j0Li is 137.8 μs, which exceeds the lifetime,
36.6 μs, of the best physical qubit among all used physical
qubits.
Aside from dropping any corrupted data, a more efficient

and sophisticated approach can be taken; that is to analyze
the detection event, figure out when and where an error
could possibly occur, and propose a correction accordingly.
One of the most widely used algorithms is the minimum
weight perfect matching [43–45]. With the help of it, one
can improve the fidelity of a logical state without losing a
huge portion of the data generated. Figures 5(c)–5(d) show
the fidelity of logical j0Li and j−Li state. The red line
describes the fidelity without an error correction while the
blue line is obtained after all possible error corrections are
made. The fitting results show that the logical errors εL of
the j0Li state and j−Li state are reduced by 13% and 26%,
respectively, indicating the efficacy of the error correction
algorithm we adopt. So far, the error rate is still higher
compared to that of the physical error rate. We expect that
the number will be reduced with a longer code distance and
shorter measurement time.
Conclusion and outlook.—Our experiment expands the

surface code experiment’s capabilities beyond error detec-
tion to include error correction. We achieved high-fidelity
operations of single-qubit gates, two-qubit gates, and
readout simultaneously on a system, ensuring that we
could observe the effectiveness of error correction, that
is, the fidelity of the logical state is improved after error
correction. This 17-qubit distance-three surface code,
capable of correcting both bit- and phase-flip errors,
already enables us to create a single fault-tolerant surface
code memory. Future work will concentrate on realizing
larger-scale surface codes to achieve the important goal of
suppressing the logical error rate as the code distance
increases. This necessitates further improvements to the
quantum computing system’s performance, such as the
number and quality of qubits, the fidelity of quantum gate
operations, and rapid feedback of digital electronics.
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FIG. 5. Fidelity of logical state with error detection and/or error
correction. (a) Fidelity of the postselected logical j0Li state by
error detection as function of clock cycles, i.e., the portion of
samples that retain the logical state through some clock cycles.
Various lines correspond to different postselection schemes. The
purple (pentagon) lines are obtained by discarding all data with
error detected from the measurements of either data qubits or
ancilla qubits. The green (hexagon) line corresponds to the
dropping scheme based on data qubits only while the navy
(octagon) line is only affected by the measurement of ancilla
qubits. The red (triangle) line describes the result with no
postselection. The dotted line depicts the prediction based on
relaxation time T1 of the best physical qubit among all used
physical qubits. Logical error rates ϵL are extracted from the
curve and logical fidelities TL are calculated. These values are
listed by each line. Inset describes the retained rate for the three
postprocessing schemes as a function of rounds. (b) Results for
the postselected logical j−Li state by error detection. (c) Fidelity
of logical j0Li state with the number of surface code cycles with
error correction (blue line with square) or without (red line with
triangular). (d) Same quantity for the logical j−Li state after error
correction.
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Note added.—Recently, we became aware of a similar work
by Krinner et al. [46], which was carried out independently.
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