New Measurement Resolves Key Astrophysical Fe XVII Oscillator Strength Problem
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One of the most enduring and intensively studied problems of x-ray astronomy is the disagreement of state-of-the art theory and observations for the intensity ratio of two Fe XVII transitions of crucial value for plasma diagnostics, dubbed 3C and 3D. We unravel this conundrum at the PETRA III synchrotron facility by increasing the resolving power 2.5 times and the signal-to-noise ratio thousandfold compared with our previous work. The Lorentzian wings had hitherto been indistinguishable from the background and were thus not modeled, resulting in a biased line-strength estimation. The present experimental oscillator-strength ratio $R_{\text{exp}} = f_3C/f_3D = 3.51(2)$, stat $(7)_{\text{sys}}$ agrees with our state-of-the-art calculation of $R_{\text{th}} = 3.55(2)$, as well as with some previous theoretical predictions. To further rule out any uncertainties associated with the measured ratio, we also determined the individual natural linewidths and oscillator strengths of both 3C and 3D transitions, which also agree well with the theory. This finally resolves the decades-old mystery of Fe XVII oscillator strengths.
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Soft x-ray spectra from present space observatories such as Chandra [1] and XMM-Newton [2,3] offer deep insight into massively energetic astrophysical sources, and together with next-generation future missions such as XRISM [4] and Athena [5,6] will continue improving our understanding of phenomena driving the growth of galaxies, star formation, and the reionization phase of the universe. Since ubiquitous iron ions are among the strongest emitters in most x-ray spectra, and delivering valuable diagnostics of electron temperature, density, chemical abundances, and opacities of various astrophysical objects [7–18]. One of the key diagnostics uses the ratio of two strong emission lines from the same ion which have different oscillator strengths to probe for resonance scattering in an otherwise optically thin plasma. This provides constraints on gas turbulence and column density in stellar coronae, as well as in diffuse hot gas in galaxy clusters and groups, and their lower mass analogs, giant elliptical galaxies [19–23].

The L-shell emission of Ne-like Fe XVII (Fe$^{16+}$), namely the resonance line 3C $\left\{2p^6\right\}_{J=0} \rightarrow \left\{(2p^5)_{1/2,3d_{5/2}}\right\}_{J=3/2}$, and the intercombination line 3D $\left\{2p^6\right\}_{J=0} \rightarrow \left\{(2p^5)_{3/2}\right\}_{J=4}$, are often the best candidates for such diagnostics in plasmas with temperatures of 1–10 MK, given their brightness. However, their intensity ratio has long been the...
subject of controversy [24]. Early solar observations gave a ratio of $3C/3D$ below 2.7, whereas atomic theory and astrophysical models predicted a ratio close to 4.0 [7,8,10,25–31]. This difference was initially attributed to resonance scattering in the Sun [9,11]. However, systematic measurements using an electron beam ion trap (EBIT) [32,33] showed significant blending of inner-shell Fe XVI line $C \left\{ (2p^63s)^{1}P_{1/2} \rightarrow (2p^5)_{3/2}(3s3d)^{1}D_{5/2} \right\}$ with line $3D$, which could potentially reduce the apparent $3C/3D$ ratio and, if not accounted for, lead to an overestimate of the strength of resonance scattering [34]. Theoretical predictions also improved over time with the gradual inclusion of more configurations and relativistic effects, converging close to a ratio of $3.5$ [29,35–42], but still exceeding measurements by $\sim 10\%–15\%$ [31,43–49]. This has compromised the diagnostic utility of Fe XVII lines, and repeatedly raised questions regarding the accuracy of calculations and models.

The line strengths of $3C$ and $3D$ in a collisionally excited plasma are expected to scale with their oscillator strengths, with only small contributions from resonant excitation. Further complications in astrophysical plasmas and experiments can arise from neglect of dielectronic recombination, charge exchange, inner-shell ionization, collisional quenching, polarization, and non-Maxwellian electron-energy distribution. Thus, an experiment using only photons to populate the upper levels of $3C$ and $3D$ has the advantage of testing and validating only the atomic structure and avoiding more complex collision physics or other plasma processes. A resonant photoionization experiment at the free-electron laser Linac Coherent Light Source (LCLS) measured an oscillator-strength ratio $R = f_{3C}/f_{3D} = 2.61 \pm 0.21$, which unexpectedly departed from theory even more than earlier works measuring collision strengths [24]. Nonlinear excitation dynamics [50–53] and charge-state population transfer [54] were suggested as sources of this surprising discrepancy. Renewed experimental efforts with a synchrotron-based technique brought tenfold resolution improvement compared with the LCLS experiment and furthermore excluded population transfer and nonequilibrium effects because of their much lower instantaneous photon flux. The result $R = 3.09 \pm 0.1$ [55] still disagreed with the greatly improved, large-scale converged calculations from the same work, which took into account all known quantum mechanical effects, and predicted $R = 3.55 \pm 0.05$ [55].

In this Letter, we present the most precise measurements of the oscillator-strength ratio of resonantly photoexcited $3C$ and $3D$ lines in Fe XVII ions, with an increase in both the resolving power by a factor of 2.5 and the signal-to-noise ratio (SNR) by 3 orders of magnitude compared with our previous work [55]. Both these improvements allowed us to determine the individual natural linewidths of $3C$ and $3D$. Since natural line broadening is directly proportional to the oscillator strengths [56], the complexities arising from the various upper-level population mechanisms, perhaps the most intractable difficulty in previous measurements, can now be eliminated. Our improved large-scale atomic calculations also have reduced uncertainty by a factor of 2.5 compared with Ref. [55]. Finally, the present experiment agrees with our present and previous predictions and resolves the decades-old Fe XVII oscillator-strength paradox.

The experiment was performed using the PolarX-EBIT [57] at the PETRA III beamline P04 [58]. PolarX-EBIT generates a nearly monoenergetic electron beam—using a novel off-axis gun designed for photonic studies of highly charged ions (HCI) [59–64]—which is compressed to a radius of 50 $\mu$m by a 0.87 T magnetic field. The HCI are produced by successive electron impact ionization, and are simultaneously trapped in the radial direction by the negative space-charge potential of the electron beam and in the axial direction by applied potentials on the drift tubes. The electron impact ionization cross sections peak at energies 2 to 3 times higher than the threshold. Thus, we set the beam energy $E_B \approx 1200$ eV, which is approximately 2.5 times the production threshold of Fe XVII, 490 eV. However, this beam energy exceeds the excitation thresholds of $3C$ and $3D$, causing a very strong and constant x-ray background induced by direct electron-impact excitation [47,49]. At free-electron lasers (FELs), such high background can be suppressed by using time coincidence between the photon-excited fluorescence signal and the pulsed photon train [24,59,65]. However, this was not possible here because synchrotrons exhibit a much shorter photon pulse interval compared with FELs and due to the limited time resolution of silicon drift detectors (SDDs). Indeed, this was the main reason behind a poor SNR of only $\sim 0.05$ in Ref. [55].

To overcome this difficulty, we reduced the strong electron-impact induced background by cyclically varying $E_B$ within tens of nanoseconds between a breeding and probing phase, using fast switching power supplies (see Fig. 2 in the Supplemental Material [66]). First, we produced a sufficient amount of Fe XVII at a breeding energy of $E_B = 1200$ eV for 200 ms. Then, we reduced $E_B$ to the probing energy of 250 eV within a few tens of nanoseconds. The advantage of such a low probing energy is that we can eliminate the background from dielectronic recombination, resonant excitation, and direct electron-impact excitation channels (cf. Fig. 1 of Ref. [49]). Moreover, the ion population remained mostly unchanged within the switching time because the collision rates are relatively low at electron densities below $10^{10}$ cm$^{-3}$, typically found in PolarX-EBIT [73]. On the other hand, the probing energy cannot further produce Fe XVII, leading to a continuous depletion of Fe XVII due to radiative recombination and charge exchange [73], as well as due to a loss of ions from the trap [74]. We observed a confinement half-life of $\sim 50$ ms for Fe XVII. Once the
Fe XVII population is completely depleted, the cycle starts again to produce ions at the breeding energy. By optimizing both the duty cycle and the slew rate for a maximum resonant photoexcitation signal, we achieved a SNR ≈ 45, approximately a thousandfold improvement compared with our previous work [55].

The monochromator spectral resolution increases linearly with decreasing aperture size up to a limit set by the source size. Thus, with a significant improvement in SNR, we were also able to decrease the monochromator’s exit-slit width from 50 μm (as in Ref. [55]) to 25 μm to improve the spectral resolving power while maintaining the strong resonant photoexcitation signal for lines 3C and 3D. This in turn allowed us to fine tune other x-ray optical elements of the beamline, resulting in a further increase in spectral resolution [58,75]. All these optimizations resulted in an excellent resolving power of $E/\Delta E = 20,000$ at 830 eV photon energy.

Both these unprecedented advances in SNR and spectral resolution are essential for accurately determining the line intensities and their profiles required to extract the natural linewidth of a given transition. By scanning the monochromator energy, we measured 3C and 3D of Fe XVII along with two lines of Fe XVI, named $B \{[2p^63s]_{J=1/2} \rightarrow [2p^5]_{1/2}(3s3d)_{3/2}\}_{J=1/2}$ and $C$. Fluorescence x rays from the decay of photoexcited ions were detected using two identical SDDs mounted side-on to the photon beam axis. As shown in Fig. 1, the statistical data quality allowed us to reliably fit each transition with a Voigt function, which is the convolution of Lorentz and Gaussian functions. The Gaussian part of the line shape stems from the thermal motion of the trapped ions, so-called Doppler broadening, and from the limited monochromator instrument resolution, while, in principle, the Lorentzian part of the line shape should only result from the natural linewidth of an electronic transition due to its finite intrinsic lifetime. We derived the area under the peak by fitting the Voigt function to lines 3C, 3D, C, and $B$, each scanned over 20 times. The weighted ratio of 3C flux to that of 3D, which is proportional to the oscillator-strength ratio, is $R = 3.51(2)$.

Our own recent work [55] clearly resolved $C$ from 3D. However, fits considering only a Gaussian model underestimated the Lorentzian line wings, which were buried in the background [43], and resulted in a biased line flux determination, as shown in Fig. 2. Now, with blends resolved, perfectly exposed Lorentzian wings, and continuously monitoring of background and photon-flux variations using side-on SDDs and a downstream calibrated photon diode, respectively, we could fit Voigt profiles with relative intensity uncertainties below 1%, achieving a statistical accuracy in $R$ that supersedes all previously reported experimental results.

Armed with this high resolution, we found in a later campaign at beamline P04 on a different ion an additional source of uncertainty. While linearly scanning the monochromator for fluorescence, we let the photon beam passing through the EBIT reach an electron spectrometer with very high resolution (ASPERHE [77]) for simultaneously monitoring the excess energy of copious photoelectrons emitted from a clean gold surface. Periodic excursions of their energy from the expected values revealed that the angular encoder for the grating was inaccurately interpolating readings between fixed 0.1 degree marks [78]. This causes an apparent cyclic compression and stretching of the photon-energy increments by $\approx \pm 0.04$ eV with $\approx 1$ eV period (see Supplemental Material [66]). We modeled the
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**FIG. 1.** Fluorescence yield of the soft x-ray transitions $3C$ and $3D$ of Fe XVII as well as $B$ and $C$ of Fe XVI as a function of the exciting-photon energy. Fitted Voigt profiles (orange) show residuals (bottom panel) due to a nonperfectly Gaussian distribution of the monochromator spectral bandwidth. Inset (right): 3C comparison between present and previous [55] works. Inset (left): resolved $C$ and $3D$ from this work compared to unresolved in LCLS measurements (green [24]) and Capella observations (red [76]).
effects of this distortion on the Voigt profiles, resulting in a systematic uncertainty of ≈2% that now dominates the final error budget of the 3C/3D ratio. The final experimental result is $R = 3.51(2)_{\text{stat}}(7)_{\text{sys}}$.

Given the observed line shape at an excellent resolution, the individual natural linewidths of 3C and 3D can also be determined. In general, the oscillator-strength ratio of two given electronic transitions, as in the case of 3C and 3D, is correlated with the corresponding ratio of natural linewidths through the following relation:

$$\frac{f_{3C}}{f_{3D}} = \left(\frac{\Gamma_{3C}}{\Gamma_{3D}}\right) / \left(\frac{E_{3C}}{E_{3D}}\right)^2.$$ (1)

Hence, by combining the observed $R = 3.51 \pm 0.09$ with the energy quotient $(E_{3C}/E_{3D})^2 = 1.032$ determined in Ref. [31], a linewidth ratio $\Gamma_{3C}/\Gamma_{3D}$ of ≈3.6 is expected. In contrast, the present ratio of the inferred Lorentzian widths of 3C and 3D lies well below 2.0. We have found the reason behind this by measuring the Lorentzian widths of well-known He-like F VIII $K_{\alpha}$, $K_{\beta}$, and $K_{\gamma}$ transitions, for which the theory is deemed accurate. This revealed a pseudo-Lorentzian instrumental contribution of $7.0 \pm 0.3$ meV, which artificially increases the apparent natural linewidth of all observed transitions. It results from x-ray diffraction from elements of the beamline and mimics a Lorentzian profile at finite resolution [75]. This effect was found to be nearly constant within the photon-energy range of $E_{3C} - E_{3D} \approx 13.4$ eV. Furthermore, the convolution of two Lorentzians results in another Lorentzian whose width is simply the sum of the two widths. Thus, we can accurately determine the difference $\Delta\Gamma_{3C-3D} = 10.92(1.75)$ meV. Now by combining this difference with Eq. (1), we can extract the individual natural linewidths of 3C and 3D as

$$\Gamma_{3C} = \frac{\Delta\Gamma_{3C-3D}}{1 - \frac{(3D)}{f_{3C}} (E_{3D})^2}, \quad \text{and} \quad \Gamma_{3D} = \frac{\Delta\Gamma_{3C-3D}}{1 - \frac{(3C)}{f_{3C}} (E_{3D})^2}. \quad (2)$$

Analogously, the natural linewidths of lines B and C are determined by adding their respective difference from the 3D Lorentzian width to the inferred 3D natural linewidth. In a second approach, we used the extracted pseudo-Lorentzian beamline component from measured narrow transitions of F VIII to validate the values determined by Eq. (2). Both independent analysis methods give consistent values, and they agree very well with the predictions (see Supplemental Material [66]). The influence of the periodic energy shifts of the monochromator on linewidths was also modeled, giving a relative systematic uncertainty of 5% in the final error budget, as shown in Table I.

We also performed a large-scale configuration-interaction (CI) calculation using a new version of our highly scalable parallel CI code, where we substantially enlarged the basis compared with our previous calculations [55]. Details are given in the Supplemental Material [66]. In brief, the new basis includes all orbitals up to $24 s p d f g l h$ compared with $12 s p 17 d f g h$ in Ref. [55]. With 1.2 million configurations and almost 100 million Slater determinants, including triple excitations and opening of the $1 s^2$ shell, we have fully saturated the CI expansion. The Breit interaction [79] and QED effects are included in these computations following Refs. [55,80]. QED contributes −0.016 to the ratio, mostly through its effect on the dipole matrix elements, whereas its influence on the 3C and 3D energies is negligible. Conservatively, we consider the total QED correction as the uncertainty of our final prediction of $R = 3.55 \pm 0.02$. Similarly, the natural linewidths for 3C and 3D transitions

<table>
<thead>
<tr>
<th>Line</th>
<th>$\Gamma_{\text{exp}}$ (meV)</th>
<th>$\Gamma_{\text{th}}$ (meV)</th>
<th>$f_{\text{exp}}$</th>
<th>$f_{\text{th}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>3C</td>
<td>15.07 (107)</td>
<td>14.74 (1)</td>
<td>2.32 (17)</td>
<td>2.271 (2)</td>
</tr>
<tr>
<td>3D</td>
<td>3.79 (52)</td>
<td>4.03 (2)</td>
<td>0.60 (8)</td>
<td>0.641 (3)</td>
</tr>
<tr>
<td>B</td>
<td>15.87 (116)</td>
<td>14.43 [51]</td>
<td>0.84 (6)</td>
<td>0.760 [51]</td>
</tr>
<tr>
<td>C</td>
<td>20.07 (138)</td>
<td>23.10 [51]</td>
<td>2.13 (15)</td>
<td>2.454 [51]</td>
</tr>
</tbody>
</table>
Nevertheless, a significant discrepancy remains between even the most careful measurements and calculations of collision strength ratios, which remains to be solved in future work [47,49].

Our Letter exposes how critical a good understanding of non-Gaussian line shapes in both theory and experiment is for accurately determining transition amplitudes and line positions, especially when the resolving power is limited such that line wings are indistinguishable from background [94]. Our experimental technique achieved hitherto-unfeasible spectral resolution and SNR, both of which were crucial for allowing measurement of the Lorentzian component of line shapes and thus for accurately determining the natural linewidths of key astrophysical x-ray transitions.

Accurate oscillator strengths and natural linewidths are essential for modeling and computation of the mean opacity of hot-dense matter [94–97]. The present experimental confirmation of state-of-the-art theories indicates that the oscillator strengths of Fe XVII cannot fully explain the discrepancy between measured and modeled iron opacity [98,99], and thus the radiative transport in the interior of the Sun [100]. In addition, the results shown in Fig. 3 point to the urgent need for updating oscillator strengths in spectral databases and plasma modeling codes such as NIST [91], AtomDB [92,101], SPEX [82], and Chianti [93], given the upcoming launch of XRISM [4] in early 2023, and of Athena [5] in the 2030s. Scientific breakthroughs expected from these missions will only be realized with an improved understanding of atomic theory through targeted laboratory benchmarks [102–104].
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