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Constraints on the quantum decoherence of entangled γ quanta at the mega-electron-volt scale, such as
those produced following positron annihilation, have remained elusive for many decades. We present the
first statistically and kinematically precise experimental data for triple Compton scattering of such
entangled γ. An entanglement witness (R), relating to the enhancement of the azimuthal correlation
between the final scattering planes, is obtained where one of the γ underwent intermediate Compton
scattering. The measured R, deconvolved from multiple scattering backgrounds, are found to exceed the
classical limit for intermediate scatter angles up to ∼60° and diminish at larger angles. The data are
consistent with predictions from a first quantum theory of entangled triple Compton scattering as well
as a simple model based approach. The results are crucial to future study and utilization of entangled
mega-electron-volt γ in fundamental physics and positron emission tomography imaging.
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The quantum entanglement (QE) of photonic systems in
the optical or near-optical regime (electron-volt energy
scale) underpins recent advances in quantum information,
computing, encryption, and teleportation [1] and are the
basis of key fundamental tests of QE [2]. The decoherence
of propagating entangled optical photons, due to the
continuous monitoring of the state by the environment,
is well studied theoretically and experimentally [3–10].
However, for the mega-electron-volt scale such as positron
annihilation quanta, the photons interact via different
interaction processes. Our knowledge of decoherence is
so poor that even the role of the leading process, Compton
scattering (CS), for entangled γ is not understood.
Addressing this is crucial for fundamental tests of QE in

new regimes of energy, for unexplored multipartite
entangled systems [11] and societal applications, such as
entangled positron emission tomography (PET) imaging
[12]. Entangled mega-electron-volt quanta have very differ-
ent properties than optical. Detection is essentially noise
free, they are more penetrating through matter (enabling
deeper imaging), have wavelengths ∼106 smaller and
typically small (nanosecond) wave packet sizes. However,
mega-electron-volt polarization measurement necessitates
different methodologies, utilizing the polarization sensitive
Compton scattering (CS) process γ þ e− → γ0 þ e−,

described by Klein-Nishina theory [13,14]. The azimuthal
scatter plane (ϕ) has a cos2 ϕ dependence relative to the
γ’s linear polarization with amplitude (and a priori visibility
[15]) a function of the reaction kinematics.
The simplest source of entangled γ quanta is positron

annihilation, i.e., eþe− → 2γ. The two 511 keV γ are
predicted to be produced in an entangled Bell state of
linear polarization [16].

jΨi ¼ 1
ffiffiffi

2
p �jHi−jViþ − jVi−jHiþ

�

; ð1Þ

where jHi− and jVi− (jHiþ and jViþ) represent γ with
perpendicular polarizations H and V propagating along −z
(þz). The cross sections for double CS (DCS) of such Bell
state γ were first obtained using quantum perturbation
theory [17–19]. They exhibit a cosð2ΔϕÞ dependence
where Δϕ is the azimuthal angle between the two
Compton scatter planes [17–19]. The enhancement ratio
R, corresponding to the ratio of yields for Δϕ ¼ 0° and 90°
has a maximal value of 2.85 for symmetric polar scatter
angles of 81.7°. Subsequently Bohm and Aharonov [16]
showed this exceeded the R ¼ 1.63 predicted for DCS of a
separable state, viz., jH−Vþi or jHþV−i and proposed
measurement above this classical limit as a witness of
QE [16]. These results were recently confirmed in
matrix [20] and Kraus operator formalisms [11]).
Correlations larger than this classical limit have been

observed in experiments since the 1950s, typically exploit-
ing large NaI γ detectors [21–28], and agree with Δϕ
correlations predicted by DCS QE theory when (analytical)
estimates of experimental acceptance, resolution, and back-
grounds from multiple scattering (MS) within detector
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crystals were included. Recent progress has been aided by
our implementation of the QE DCS cross section [17,18]
into GEANT4 (G4) [29,30], the leading particle transport
simulation, giving QEG4 [12]. This gave the first accurate
simulation of entangled-γ propagation through matter, at
least for scattering orders up to DCS, and a first accurate
account of detector acceptance and backgrounds. It helped
establish that QE (Δϕ) information is intrinsically acces-
sible in modern segmented γ-detector systems commensu-
rate with those employed or planned for PET/SPECT
medical scanners (e.g., CZT [12]). Here, we adopt material
and detector pixel sizes matching next generation total-
body PET systems (also see [31–33]).
Despite these recent advances, further progress was

limited by a lack of knowledge regarding decoherence at
the mega-electron-volt scale. It was not established theo-
retically or experimentally what state(s) the γ are in
following the polarization analyzing DCS process. In its
absence a complete loss of entanglement after the first
DCS was assumed in earlier key works, e.g., [25] and in
QEG4 [12]. Quantifying the effect of CS on entanglement
requires a measurement of triple CS (TCS), in which one of
the γ undergoes an intermediate CS (ICS) before the
azimuthal correlation (Δϕ) is measured. The challenge
of TCS theory and measurement is finally being met, over
70 years after the first DCS experiments. TCS measure-
ments, albeit with large bins of ICS polar angle, have
recently been achieved [33–36]. The first quantum theory
predicting the TCS cross section for entangled γ, has also
recently been derived in our group by Caradonna [37,38].
This employs a Stokes-Mueller based matrix formalism
which accounts for the propagation of the initial Bell state
entanglement to the final state.
In this work, we present measurements of the enhance-

ment ratio R, reflecting the azimuthal correlations between
the final CS planes in a TCS process. Its behavior is
resolved for the first time with statistical precision, accu-
rately resolved TCS kinematics, and with a deconvolution
of multiple scattering backgrounds. The data provide a first
challenge to the recently developed quantum TCS theory as
well as model based approaches.
The new TCS experimental data are compared to a

range of simulation Ansätze. These are discussed below,
using the nomenclature convention (γ1;10;2;20 ) in Fig. 1. The
QEG4-FD (full decoherence) prediction is simply the
current modeling in QEG4 [12], as outlined in the intro-
duction [see [39] if using the current development version
(11.2) of QEG4]. It predicts the azimuthal correlations in
TCS where an initial Bell state γ pair (γ1;2) decoheres
following the first DCS into two separable photon states
(γ10;20 ). It therefore represents the TCS classical limit where
the intermediate DCS follows the established QE theory
[17,18]. We note the R are within ≤ 5% of those obtained
with γ1;2 initially in a (hypothetical) separable state, i.e.,
jH−Vþi indicating the classical limit appears robust to

assumptions about the intermediate DCS. The G4-unpol
simulation employs unpolarized and separable photons
(γ1;2) giving R ¼ 1 [16] and is of utility to constrain
experimental biases (see results).
Crucial to the analysis of the data is implementation of

theories for (fully) entangled TCS in simulation. The
3CG4-Caradonna simulation incorporates the first quantum
theoretical calculation of this process [37,38]. A further
simulation (QEG4-ENT) provides predictions for TCS
where the initial entanglement (between γ1 and γ2) is
maintained between γ1 and γ02, with the ICS only changing
the direction and energy of γ02. The DCS of γ1 and γ02 are
therefore as expected from the Bell state [Eq. (1)], with
cross section for nonidentical γ energies obtained using the
“partial polarization” Ansatz of Snyder et al. [17] (see
Supplemental Material [40]).
A G4 visualization of the apparatus is shown in Fig. 1.

Two segmented detector modules (DM) each comprising
256 3 × 3 × 20 mm3 LYSO scintillator crystals coupled to
Ketek PM3325 silicon photomultiplier arrays were posi-
tioned on either side of a ∼1.8 MBq 22Na positron source,
with entrances 38 mm from the source. An additional
3 × 3 × 5 mm3 LYSO scatter detector (SCD) was placed
between the source and DM0, with center 6.8 mm from the
source and longest side oriented vertically. Data acquisition
used PETsys ASICs [41]. The CS polar angle in the SCD
(θICS) was calculated from the deposited energy. A dataset
was also obtained with DM0 rotated 28° about the source
position.
The particle tracks from a typical TCS event are shown in

Fig. 1 (green lines), comprising a CS in the SCD coincident
with CS candidate events in DM0=DM1 (viz., double
hits corresponding to the CS site and detection of the
scattered γ). The experimental trigger was a 15 ns

FIG. 1. G4 visualization showing source location (green circle),
holder (orange), SCD (red box), LYSO pixels of the DM0=DM1
detectors (blue). Detector windows and enclosures shown by
white lines, PCBs omitted for clarity. Green lines show particle
tracks from a single TCS event. The γ referencing (γ1;10;2;20;200 ), is
identified next to the tracks. Red pixels show the energy deposits
in DM0=1.
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coincidence between SCD and DM0=1 (�2 ns
achieved off-line). Calibration using laboratory sources
and intrinsic radioactivity in the LYSO provided six points
(31.4–1274.5 keV), with calibration from detector pulse
height to energy obtained from a 4th order polynomial fit.
The SCD energy resolution was 12.2% (FWHM) at
511 keV and detection threshold was ∼7 keV. Gain drifts
in SCD and DM0=1 (∼5%) were corrected using the
511 keV photopeak. The energy resolution for summed
double hits (SDH) (see Fig. 1) were 12.4% (14.3%) FWHM
for DM0 (DM1). The full apparatus and source was
reproduced in the QEG4 simulation. Predicted energy
deposits were smeared according to the resolutions above.
SDH peak centroids in data and simulation agreed within
∼2%, with discrepancy attributable to differences in SiPM
light collection for crystal entry points of CS γ (through
side faces), cf. front face entry of calibration γ.
The experimental data and the simulated data were

analyzed with the same analysis code. The CS polar angles
in each head were calculated assuming the larger of the two
energy deposits corresponded to the location and energy of
the CS. For discussion, see [12]. The ϕ measured at the
detector faces were calculated using the location of the two
pixel hits in each DM array, x1;2 and y1;2 (Fig. 1) with
ϕ ¼ arctan ½ðy2 − y1Þ=ðx2 − x1Þ� and resolution ∼1.5°–12°
dependent on pixel separation (adjacent pixel hits were
excluded). The relative azimuthal scattering angle is
Δϕ ¼ ϕ1 − ϕ0

2. The Δϕ correlation amplitude is extracted
using the function A cosð2ΔϕÞ þ B. The enhancement (R),
the ratio of counts between Δϕ ¼ 90° to 0°, was
R ¼ ðB − AÞ=ðBþ AÞ. The effect of detector acceptance
was corrected using event mixing of uncorrelated events in
the data (see Supplemental Material [40]) but had negli-
gible (≤ 2%) influence on the extracted R.
Before presenting the predictions within the detector

acceptance it is informative to obtain predictions for a
“perfect” detector. This was a (simulated) isotropic water
sphere, with the source emitting γ along the z axis from its
center. We use the exact hit locations and energy deposits
from simulation and retain only TCS events. The extracted
R for θ1;20 ∈ 80°–84° (a region around the maximum
enhancement at symmetric 81.7° scatter angles [17]) are
shown (Fig. 2). For QEG4-FD the open red square markers
show the R extracted in a fixed laboratory frame (ẑ in beam
direction with fixed x̂, ŷ). For θICS → 0°, R converges near
to the expected [16] value (R ¼ 1.63) for a separable state
in DCS. The red triangular data points show the QEG4-FD
R values extracted in the γ frame, where the ϕ angle of γ02 is
determined with respect to its polarization (known for each
simulated event). In this frame R rises with θICS, reflecting
increasing CS analyzing power with reducing energy of γ02.
The QEG4-ENT model (blue markers) shows the
(expected) [16] R value of ∼2.7 at small θICS. For larger
θICS, similar general features as QEG4-FD are evident
between the two frames. The 3CG4-Caradonna theory in

the laboratory frame (open black diamond markers) has
similar features as QEG4-ENT, with almost exact corre-
spondence up to θICS ∼ 30° and for regions of negative R at
large angles. Between these regions the agreement is still
typically within 5%. As the intermediate γ polarization is
not single valued in the TCS theory, predictions in the γ
frame cannot be simply defined.
Examples of the experimentalΔϕ distributions and R fits

(in the laboratory frame) for different θICS bins are shown in
Fig. 3. Systematic errors in R are estimated to be ∼5%,
derived from asymmetries in �Δϕ (1.4%), variation of
DM0=1=SCD energy calibrations (2%), uncertainties in
DM0=1 in-array crystal locations (1%), and DM0=1=SCD
locations (2%). The extracted R are presented as a function
of θICS in Fig. 4 with black (red) data points for back-to-
back (DM0 rotated through 28°), showing consistency to
≤ 8% where they overlap. Below θICS ∼ 35° R shows a
modest decrease (∼6%) with increasing θICS. For larger
angles, R diminishes more rapidly until ∼70°, approaching
R ¼ 1. The datum at θICS ¼ 0° (black cross) is obtained
without SCD but with DM1 acceptance cuts to match
the hit distribution of SCD coincidence events (estimated
systematic in this procedure shown by the green error
bar).
Previous TCS data [12,33–35] are also shown in Fig. 4

(also see very recent results [36]). Since the measured R is
apparatus dependent, for clarity of presentation the
other datasets are normalized to the R of the current data

FIG. 2. R extracted from a “perfect detector” (see text) for
θ1;20 ∈ 80°–84°. Red data points show QEG4-FD predictions in
the laboratory frame (triangles) and photon frame (open squares).
Corresponding for QEG4-ENT are shown by blue markers. The
3CG4-Caradonna theory is shown (in the laboratory frame only)
by the open black diamond markers.
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at θICS ∼ 0° (normalizations in the legend). Although this
procedure is informative to compare data quality and
observe trends, robust comparison with earlier data would
require simulation of their specific MS contributions,
acceptances, and resolutions which influence the θICS
dependencies. With this caveat, the trends in our data show
broad consistency with previous data when normalized to a
common R at θICS ¼ 0°. It is clear that the new data resolve
the behavior of the R entanglement witness in detail for the
first time.
The data are also compared with theory and model based

predictions (bands) in Fig. 4. The bandwidths represent the
statistical accuracy (each derived from ∼3 × 1012 simulated
annihilations). Where appropriate, the predictions are
shown with bracketed postscripts “all” for the unrestricted
event sample and “TCS” for isolated TCS events. The
G4-unpol(TCS) prediction is flat (R ∼ 1), showing no
significant “false” R from detector acceptances. The
QEG4-FD predictions, providing the classical limit from
a (decohered) separable state, are shown by the purple
(yellow) bands for all (TCS). The two scenarios give
consistent R except at large θICS, where the unrestricted

data have increased contributions from MS backgrounds in
which a γ has > 1 interaction in a detector pixel. The data
exceed the classical limit for most of the θICS range,
providing a witness of entanglement.
Deeper insights can be obtained by comparison with

predictions incorporating QE in TCS. The QEG4-ENT(all)
predictions (blue band) reproduce the measured R within
∼10%. However, a clearer interpretation is possible from
comparison with data where theMS backgrounds have been
deconvolved to determineR froma “pure”TCSprocess. The
deconvolved TCS (DCS) experimental data are shown by
the blue square (blue cross) markers (TCS from an average
of the 0° and 28° datasets). The TCS deconvolution function
was RTCS

expt ¼ ffRall
expt − Rall

simg=fTCSsim g þ RTCS
sim , with enhance-

ments ðRTCS
sim ; Rall

simÞ andTCS fraction (fTCSsim ), alongwith their
statistical errors, taken from the QEG4-ENT(all/TCS) pre-
dictions in each data bin. The 3CG4-Caradonna theory
reproduces this TCS data over the entire kinematic range, a
first experimental confirmation of the validity of any QE
TCS theory. The QEG4-ENT(TCS) model also reproduces
the data. The data (and both predictions) are consistent with
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FIG. 3. Measured Δϕ distributions for events with
θ1;20 ∈ 72°–92° for a range of θICS bins (indicated in each panel).
Red lines show the fits to extract R (see text).

FIG. 4. R versus θICS for θ1;20 ∈ 72°–92°. Black (red) data points
for back-to-back (rotated) detector configurations and the average
of these data deconvolved of MS backgrounds (blue squares).
Datum at θICS ¼ 0 (black cross) from back-to-back apparatus
without SCD (green bar shows systematic error—see text). Blue
cross shows same deconvolved of MS. Turquoise, beige, purple
data points show previous data (normalized—see legend) from
CZT [12], LYSO [33] and NaI [35] (x errors show θICS
acceptance). Pink (blue) bands show QEG4-FD (QEG4-ENT)
predictions for all events in the acceptance. Yellow (green) bands
show corresponding for TCS with black band for 3CG4-
Caradonna. Red band shows the G4-unpol. predictions.

PHYSICAL REVIEW LETTERS 133, 132502 (2024)

132502-4



the expected [37,38] convergence of TCS R to the DCS
value as θICS → 0°.
Future work will further challenge the TCS theory with

new measurements having larger kinematic acceptances,
including larger ranges of polar and azimuthal intermediate
scattering angles. Work to extend the studies to 4CS are
underway, which will improve constraints on the MS
backgrounds in our (and any currently feasible) measure-
ments of TCS. As suggested in [12], the sensitivity to
scatter backgrounds in QE-PET imaging should be reas-
sessed now that quality TCS data and theory are available
(the sensitivity to random backgrounds is unaffected).
In summary, we present the first statistically and kine-

matically precise measurements of an R entanglement
witness for the triple Compton scattering of entangled γ
photons, the most fundamental reaction to constrain entan-
glement decoherence at the mega-electron-volt scale. Data
are obtained for intermediate Compton scattering angles
θICS ¼ 0°–70°. Multiple scattering backgrounds are decon-
volved from the experimental data. The resulting R is flat
with value ∼2.1 for θICS ¼ 0°–60°, clearly exceeding the
classical limit (for separable γ) established within our
detector apparatus (R ∼ 1.4). The R data are well described
over the full measured range by the entangled 3-Compton
theory of Caradonna [37,38] which takes into account
potential quantum-decoherence effects. The results provide
a step forward in our understanding of the fundamental
nature of quantum entanglement and its decoherence at the
mega-electron-volt scale, crucial to a new generation of
fundamental tests as well as societal applications, such as
quantum entangled PET imaging.
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