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While Hermiticity lies at the heart of quantum mechanics, recent experimental advances in controlling dissipation have brought about unprecedented flexibility in engineering non-Hermitian Hamiltonians in open classical and quantum systems. Examples include parity-time-symmetric optical systems with gain and loss, dissipative Bose-Einstein condensates, exciton-polariton systems, and biological networks. A particular interest centers on the topological properties of non-Hermitian systems, which exhibit unique phases with no Hermitian counterparts. However, no systematic understanding in analogy with the periodic table of topological insulators and superconductors has been achieved. In this paper, we develop a coherent framework of topological phases of non-Hermitian systems. After elucidating the physical meaning and the mathematical definition of non-Hermitian topological phases, we start with one-dimensional lattices, which exhibit topological phases with no Hermitian counterparts and are found to be characterized by an integer topological winding number even with no symmetry constraint, reminiscent of the quantum-Hall insulator in Hermitian systems. A system with a nonzero winding number, which is experimentally measurable from the wave-packet dynamics, is shown to be robust against disorder, a phenomenon observed in the Hatano-Nelson model with asymmetric hopping amplitudes. We also unveil a novel bulk-edge correspondence that features an infinite number of (quasi)edge modes. We then apply the K theory to systematically classify all the non-Hermitian topological phases in the Altland-Zirnbauer (AZ) classes in all dimensions. The obtained periodic table unifies time-reversal and particle-hole symmetries, leading to highly nontrivial predictions such as the absence of non-Hermitian topological phases in two dimensions. We provide concrete examples for all the nontrivial non-Hermitian AZ classes in zero and one dimensions. In particular, we identify a $\mathbb{Z}_2$ topological index for arbitrary quantum channels (completely positive trace-preserving maps). Our work lays the cornerstone for a unified understanding of the role of topology in non-Hermitian systems.

I. INTRODUCTION

Topological phases of matter[1–5] have attracted growing interest over the past decade in many subfields of physics, including condensed-matter physics[6–12], ultracold atomic gases[13–21], quantum information[22–25], photonics[26–35], and mechanics[36–39]. Topological phase transitions lie outside the Ginzburg-Landau-Wilson paradigm of spontaneous symmetry breaking[40], can occur in noninteracting systems, and may require the existence of certain symmetries[41]. Systematic classifications have been achieved for such symmetry-protected-topological (SPT) phases, ranging from the Altland-Zirnbauer (AZ) classes[42–46] to crystalline insulators and superconductors[47–53]. These SPT states of matter exhibit robust edge states (gapless or zero modes) localized at open boundaries[54,55] and novel entanglement spectra for subsystems[56]. The gapped bulk SPT phases are characterized by highly nonlocal topological indices, which can give rise to quantized transport phenomena immune to disorder[57]. More recently, the notion of SPT phases has been generalized from equilibrium to periodically driven (Floquet) systems[58–61], which accommodate new topological phases with no static counterparts[62–64].

In recent years, considerable effort has been devoted to explore topological phases in non-Hermitian systems and...
which are open and out of equilibrium. This burgeoning research arena is largely driven by the experimental progress on atomic, optical, and optomechanical systems [74–82], where gain and loss can be introduced in a controllable manner. Controlled dissipation can be harnessed to engineer an effective non-Hermitian Hamiltonian \( H \neq H^\dagger \), represented by parity-time (\( PT \))-symmetric systems [83–89], which feature real spectra in the \( PT \)-unbroken phases [90,91]. Unlike Hermitian systems, the eigenvalues of \( H \) are generally complex, and its right eigenstates need not be orthogonal to each other and are not equivalent to the left eigenstates, in general. Furthermore, the right eigenstates can coalesce and become orthogonal to the corresponding left ones at an exceptional point [92], where \( H \) cannot be diagonalized. Previous works have mostly focused on topological properties associated with the exceptional point. Some unique topological objects with no Hermitian counterparts are identified, such as anomalous edge modes characterized by half-integers [70] and Weyl exceptional rings with both the quantized Chern number and the quantized Berry phase [72]. Non-Hermitian systems emerge ubiquitously in a variety of situations including open quantum systems [93–100], mesoscopic physics [101–103], biological physics [104–106], and chemistry [107–109], where topology can play important roles [94,99,106,107].

Nevertheless, a systematic understanding of topological phases of non-Hermitian systems is still elusive. Inspired by the periodic table for Hermitian topological insulators and superconductors [43–45], we are naturally led to the following questions:

(i) Can we classify non-Hermitian systems in analogy with the SPT phases in closed quantum systems?

(ii) If yes, then what are the non-Hermitian counterparts of AZ classes?

(iii) Is there a quantum-Hall-like non-Hermitian system which has no symmetry yet is topologically nontrivial?

(iv) Is there a bulk-edge correspondence in non-Hermitian systems?

Regarding these fundamental questions, it seems that exceptional points, while unique to non-Hermitian systems and of great experimental importance, may not be a good starting point for a systematic classification, since they imply band touching in the bulk and seem incompatible with a non-Hermitian generalization of the gap. We note that two very recent works [110,111] have made an effort to build a general framework following the methodology for gapped Hermitian systems. In particular, Ref. [110] focuses on one-dimensional lattices with on-site loss and no dark states and identifies a topological winding number relevant to particle displacement; Ref. [111] mainly discusses two-dimensional non-Hermitian lattices with separable bands in the complex-energy plane and identifies a Chern number for individual bands. However, these results are rather specific in spatial dimensions and/or the structure of the Hamiltonian.

Here, we present a systematic framework for studying the topological phases of generic non-Hermitian systems. For the sake of comparison with SPT phases in Hermitian systems, we focus primarily on lattice systems described by non-Hermitian Bloch (or Bogoliubov–de Gennes) Hamiltonians \( H(k) \), but our formalism can also be applied to other setups like quantum channels [112] and full counting statistics [107], where non-Hermiticity appears in completely positive trace-preserving (CPTP) superoperators and generators for characteristic functions, respectively. We discuss the \( Z_2 \) topological index for arbitrary quantum channels in Sec. VA 2. Our framework is based on two guiding principles:

(I) Topological phases of non-Hermitian systems can be understood as dynamical phases, where not only the eigenstates but also the full complex spectra should be taken into account.

(II) The non-Hermitian generalization of the concept of the band gap is the prohibition of touching a base energy, which is typically zero but generally complex, in the spectrum.

We show that (I) and (II) are well justified both physically and mathematically. On the basis of these two guiding principles, we find that a one-dimensional lattice with asymmetric hopping amplitudes turns out to be the most prototypical example comparable to the quantum-Hall insulator, in the sense that an integer topological number can be defined without any symmetry protection. This result gives an interesting topological interpretation to the emergent Anderson transition [113] in the Hatano-Nelson model [114–116], which should otherwise be absent in one-dimensional Hermitian systems [117]. We also unveil a bulk-edge correspondence which is qualitatively different from the Hermitian case: There is a continuum of (quasi) edge modes in the semi-infinite space (open chain), with the winding number being the degeneracy at a given base energy. These findings answer the last two questions (iii) and (iv) raised in the previous paragraph.

Our guiding principles also enable a systematic application of the \( K \) theory [118], a technique widely used in classifying Hermitian topological systems [44,46,51], to the non-Hermitian AZ classes, leading to a complete classification in all spatial dimensions. We introduce a unitarization procedure as a non-Hermitian generalization of band flattening, followed by a Hermitianization procedure to represent the classifying space as a Clifford-algebra extension [61]. The classification problem turns out to be mathematically equivalent to that of the Hermitian AZ classes with an additional chiral symmetry, leading to a dramatically different periodic table as shown in Table I. We identify the underlying topological numbers implied by the \( K \)-theory classification for all the non-Hermitian AZ classes in one dimension. We also unveil a \( Z_2 \) topological
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index for zero-dimensional (anti-)PT-symmetric systems and quantum channels. These results answer the first two questions (i) and (ii) raised above and can further be generalized to, e.g., systems with crystalline symmetries and especially to PT-symmetric systems.

The remainder of the paper is organized as follows. In Sec. II, we introduce the dynamical point of view regarding topological phases and justify the guiding principle (I). In Sec. III, we first justify the guiding principle (II) and then discuss the topological properties of non-Hermitian lattices in one dimension, including the definition of the winding number, edge physics, and experimentally observable signatures. In Sec. IV, we employ the K theory to achieve a complete classification of non-Hermitian AZ classes in all dimensions, as shown in Table I. The identification of topological numbers and some topologically nontrivial examples in zero and one dimensions are given in Sec. V. We conclude the paper with an outlook in Sec. VI. Several technical details and an experimental implementation on asymmetric hopping are relegated to Appendixes to avoid digressing from the main subjects.

II. DYNAMICAL VIEWPOINT ON THE TOPOLOGICAL PHASES

We begin by discussing how to define topological phases. In a Hermitian system, a topological phase can be analyzed from the many-body ground-state wave function \( |\Psi\rangle \), which can be mapped through the projector

\[
P_- = \sum_{E_j < E_F} |\phi_j\rangle \langle \phi_j| \tag{1}
\]

onto all the single-particle eigenstates \( |\phi_j\rangle = f_j |\text{vac}\rangle \) below the Fermi energy \( E_F \) for free fermions with \( |\Psi\rangle = (\prod_{E_j < E_F} f_j) |\text{vac}\rangle \). Note that the spectrum plays no role here, since the Hamiltonian \( H \) can be flattened by means of the projector (1) into \( 1 - 2P_- \) \([43-45]\) without closing the (band or many-body) energy gap, as schemati-
cally illustrated in Fig. 1(a). Two gapped Hamiltonians \( H \) and \( H' \) differ topologically if and only if \( |\Psi\rangle (P_-) \) cannot continuously be deformed into \( |\Psi\rangle (P'_-\text{\textprime}) \) under the constraint of the energy gap and certain symmetries. Such a topological distinction between wave functions accords with the “states-of-matter” interpretation of phases.

However, the very notion of the ground state, be it single- or many-body, breaks down for a non-Hermitian system, since its eigenenergy belongs to the complex-number field \( \mathbb{C} \), where, unlike the real-number field \( \mathbb{R} \), an order relation cannot be defined \([119]\). Indeed, from a physical point of view, non-Hermitian systems are intrinsically nonequilibrium and even unstable. According to the nonunitary Schrödinger equation

\[
i \partial_t |\psi_i\rangle = H |\psi_i\rangle, \tag{2}
\]

where \( H \) is non-Hermitian and the Planck constant is set to unity throughout this paper, only the single-particle eigenstate with the largest imaginary energy survives in the long-time limit, a phenomenon well known in photonics experiments \([88]\). It thus cannot be justified to interpret
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(b) Non-Hermitian

While the shape can be deformed continuously, the loop can never shrink to a single point without crossing the base point.

TABLE I. Periodic table for non-Hermitian Hamiltonians. The Altland-Zirnbauer tenfold classes \([43-45]\) are grouped into six such that classes A, DIII, and CI, classes AI and D, and classes AII and C are unified. The Bott periodicity of classifying space \( C_1 (C_1 \times C_1) \) is 2, and that of \( \mathcal{R}_s (\mathcal{R}_s \times \mathcal{R}_s, s = 1, 5) \) is 8. Note that all the classes are nontrivial (trivial) in \( d = 4n+1 (d = 4n+2) \) dimensions, where \( n = 0, 1, 2, \ldots \).

<table>
<thead>
<tr>
<th>AZ class</th>
<th>Classifying space</th>
<th>( d = 0 )</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
</table>
| A, DIII, CI | \( C_1 \) | 0 | \( \mathbb{Z} \) | 0 | \( \mathbb{Z} \) | 0 | \( \mathbb{Z} \) | 0 | \( \mathbb{Z} \)
| AI, D | \( C_1 \times C_1 \) | 0 | \( \mathbb{Z} \oplus \mathbb{Z} \) | 0 | \( \mathbb{Z} \oplus \mathbb{Z} \) | 0 | \( \mathbb{Z} \oplus \mathbb{Z} \) | 0 | \( \mathbb{Z} \oplus \mathbb{Z} \)
| AI, D, BDI, AII, C | \( \mathcal{R}_s \times \mathcal{R}_s \) | 0 | \( 2\mathbb{Z} \oplus 2\mathbb{Z} \) | 0 | \( \mathbb{Z}_2 \oplus \mathbb{Z}_2 \) | \( \mathbb{Z}_2 \oplus \mathbb{Z}_2 \) | \( \mathbb{Z}_2 \oplus \mathbb{Z}_2 \) | 0 | 0
| CII | \( \mathcal{R}_s \) | 0 | \( \mathbb{Z}_2 \oplus \mathbb{Z}_2 \) | \( \mathbb{Z}_2 \oplus \mathbb{Z}_2 \) | \( \mathbb{Z}_2 \oplus \mathbb{Z}_2 \) | \( \mathbb{Z} \oplus \mathbb{Z} \) | 0 | 0 | 0
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non-Hermitian topological phases simply as topological states of matter.

In this paper, we show that the topological phases of non-Hermitian systems can be understood as topological dynamical phases, for which not only the eigenstates but also the full complex spectra play important roles. In fact, such a dynamical perspective has widely been adopted in the context of thermalization and many-body localization [120], as well as Floquet systems [121]. Examples include the Wigner-Dyson (Poisson) level-spacing statistics in chaotic (integrable) systems [122] and quasiparticle pairing in discrete time crystals [123–125]. As for non-Hermitian systems, we can immediately identify a unique topological object arising solely from the complex spectrum—a loop constituted from eigenvalues that encircles a prescribed base point [see Fig. 1(b)]. Here, by unique, we mean that the topological object discussed here never occurs in a Hermitian system with a real spectrum; by topological, we mean that the loop can never be removed without crossing the base point at \( E = E_B \). If the base point is chosen to be zero, a loop ensures the existence of amplifying \((\text{Im}E > 0)\) and attenuating \((\text{Im}E < 0)\) modes. Such a topologically enforced dynamical instability (dynamical property) can be compared to topologically protected edge states (state property) in Hermitian systems. Note that the converse is not true, since instability or edge modes may not have a topological origin.

While only the complex spectrum is relevant in the above example, in general, however, both states and the spectrum are important in the complicated transient dynamics governed by Eq. (2). Since the full information of dynamical behavior is encoded in the non-Hermitian Hamiltonian \( H \) in Eq. (2), we can generally define that two non-Hermitian systems differ topologically if and only if their Hamiltonians cannot continuously be deformed into each other under certain constraints. Here, the minimal constraint follows guiding principle (II), which is justified in the next section.

Remarkably, by imposing the constraints of Hermiticity and a finite gap, we can reproduce the states-of-matter interpretation in Hermitian systems, at least for noninteracting SPT phases. Without the loss of generality [126], assuming that \( E_F = 0 \) lies in the band gap, the real spectrum can always be trivialized into \( \pm \Lambda \), leaving the only difference arising from \( P_\pm \) given in Eq. (1). In this sense, the dynamical viewpoint on topological phases is a generalization of the static one.

We mention that Eq. (2) should not necessarily be interpreted as a nonunitary equation of motion for a wave function. Indeed, it can be any linear dynamics, such as a classical Markovian process, where \( |\psi_i\rangle \) is a probability distribution [127], or a quantum master equation, where \( |\psi_i\rangle \) is a density operator or a supervector in the Liouville space [128]. In some cases, we may consider a discrete version of Eq. (2):

\[
|\psi_{i+1}\rangle = U_T|\psi_i\rangle, \quad \text{Eq. (3)}
\]

which can be any linear stroboscopic dynamics or even a single input-output process, such as nonunitary quantum walk [87,129] or quantum channels [112]. A recent work [130] on classifying Gaussian nonequilibrium steady states \( \rho_{\text{gs}} \) can be regarded as a specific case of Eq. (3) with \( U_\infty(\rho) = \rho_{\text{gs}} \) for all \( \rho \), where \( U_\infty = \lim_{t\to\infty} e^{\mathcal{L}_t} \) and \( \rho_{\text{gs}} \) is the unique (under the periodic-boundary condition) kernel of a quadratic Lindbladian \( \mathcal{L} \) with a finite damping gap.

III. TOPOLOGICAL NON-HERMITIAN LATTICES IN ONE DIMENSION WITH NO SYMMETRY

Before performing a general classification, it is instructive to start from the most illustrative case—one-dimensional lattices without any symmetry requirements. These systems are found to be classified by a topological winding number, provided that a base energy \( E_B \) is not involved in the energy spectrum. We show that such a winding number corresponds to the number of edge states at \( E_B \) in a semi-infinite space and is measurable from the wave-packet dynamics.

A. Topological winding number

Let us first clarify the allowed continuous deformation. Note that all the matrices \( M \) can continuously be deformed to \( 0 \) via the path \( M_j = (1 - \lambda)M, \lambda \in [0, 1] \) if there is no constraint. To avoid the case in which all non-Hermitian systems in all dimensions are trivial, we must impose at least one constraint. In the Hermitian case, such a constraint is the existence of an energy gap near the Fermi energy \( E_F \), which is equivalent to the condition that \( E_F \) does not belong to the energy spectrum of the Hamiltonian. As a possible generalization to the non-Hermitian case, we impose the condition that a base energy \( E_B \in \mathbb{C} \) does not belong to the energy spectrum of \( H(k) \) for all \( k \in [-\pi, \pi] \), where \( k \) is the wave vector. In analogy with the Hermitian case where \( E_F \) is typically set to be zero, we assume without the loss of generality \( E_B = 0 \) such that \( H(k) \in \text{GL}(V) \), where \( \text{GL}(V) \) is the general linear group on the Hilbert space \( V \) at a given wave vector \( k \). Such a minimal constraint is not only natural from a mathematical viewpoint but also physically reasonable, since breaking the invertibility of a Hamiltonian usually requires fine-tuning of parameters. In other words, the constraint should easily be satisfied under random perturbations, as is typically the case with experimental imperfection. Indeed, as detailed from now on, our setup does bring fruitful physical insights into non-Hermitian systems.

Mathematically, our minimal constraint reads

\[
\det[H(k)] \neq 0, \quad \text{for all } k \in [-\pi, \pi], \quad \text{Eq. (4)}
\]

which allows one to define a topological winding number:
where arg $E_n(k)$ is the argument of the complex energy $E_n(k)$. Note that $w$ vanishes identically for Hermitian Hamiltonians, because the real energy spectrum implies Arg$E_n(k) = 0, \pi$, where Arg denotes the principle value of the argument belonging to $[0, 2\pi)$. In this sense, a nontrivial winding number, which gives the number of times the complex eigenenergies encircle $E_B$, is unique to non-Hermitian systems. Mathematically, the existence of this winding number is ensured by the fact that the fundamental group of GL$(V)$ is isomorphic to $\mathbb{Z}$. In the next section, we show that the $K$-theory approach also gives the same $\mathbb{Z}$ classification for one-dimensional systems belonging to class A, which imposes no symmetries. In contrast, class A is trivial in one-dimensional Hermitian systems [43].

As a minimal setup to observe a topological phase transition, we consider a ring geometry with asymmetric hopping amplitudes $J_R, J_L \in \mathbb{C}$ [see Fig. 2(a)]:

$$ H = \sum_{j} (J_R c_{j+1}^\dagger c_j + J_L c_j^\dagger c_{j+1}). $$

(7)

Fourier transforming Eq. (7) to moment space, we obtain the Bloch Hamiltonian as

$$ H(k) = J_R e^{-i k} + J_L e^{i k}, $$

(8)

whose winding number is evaluated to give

$$ w = \begin{cases} 1 & |J_R| < |J_L|; \\ -1 & |J_R| > |J_L|. \end{cases} $$

(9)

The topological phase-transition point thus locates at $|J_R| = |J_L|$ [see Fig. 2(b)], where $H(k) = 0$ for $k = \pm \pi/2$ and thus $H(k)$ is not invertible.

Note that Eq. (8) becomes $H(k) = e^{-i k}$ for the specific choice of $J_R = 1$ and $J_L = 0$. In this case, the non-Hermitian Hamiltonian becomes unitary. If we regard $H(k)$ as the Floquet operator $U_F(k)$, we obtain a Thouless pump [131], which is characterized by the winding number proposed in Ref. [62]:

$$ w = \int_{-\pi}^{\pi} \frac{dk}{2\pi i} \ln \text{det} H(k). $$

(5)

We note that a generalization to the case of $E_B \neq 0$ can be achieved by simply replacing $H(k)$ by $H(k) - E_B$ in Eqs. (4) and (5). Let $E_1(k), E_2(k), \ldots, E_N(k) \in \mathbb{C}/\{0\}$ be the eigenenergies of $H(k)$, where $N = \text{dim} V$ is the total number of bands. Then, the winding number (5) can be expressed as

$$ w = \sum_{n=1}^{N} \int_{-\pi}^{\pi} \frac{dk}{2\pi i} \partial_k \text{arg} E_n(k), $$

(6)

where $\text{arg} E_n(k)$ is the argument of the complex energy $E_n(k)$. Now that $w$ vanishes identically for Hermitian Hamiltonians, because the real energy spectrum implies $\text{Arg}E_n(k) = 0, \pi$, where Arg denotes the principle value of the argument belonging to $[0, 2\pi)$. In this sense, a nontrivial winding number, which gives the number of times the complex eigenenergies encircle $E_B$, is unique to non-Hermitian systems. Mathematically, the existence of this winding number is ensured by the fact that the fundamental group of GL$(V)$ is isomorphic to $\mathbb{Z}$. In the next section, we show that the $K$-theory approach also gives the same $\mathbb{Z}$ classification for one-dimensional systems belonging to class A, which imposes no symmetries. In contrast, class A is trivial in one-dimensional Hermitian systems [43].

As a minimal setup to observe a topological phase transition, we consider a ring geometry with asymmetric hopping amplitudes $J_R, J_L \in \mathbb{C}$ [see Fig. 2(a)]:

$$ H = \sum_{j} (J_R c_{j+1}^\dagger c_j + J_L c_j^\dagger c_{j+1}). $$

(7)

Fourier transforming Eq. (7) to moment space, we obtain the Bloch Hamiltonian as

$$ H(k) = J_R e^{-i k} + J_L e^{i k}, $$

(8)

whose winding number is evaluated to give

$$ w = \begin{cases} 1 & |J_R| < |J_L|; \\ -1 & |J_R| > |J_L|. \end{cases} $$

(9)

The topological phase-transition point thus locates at $|J_R| = |J_L|$ [see Fig. 2(b)], where $H(k) = 0$ for $k = \pm \pi/2$ and thus $H(k)$ is not invertible.

Note that Eq. (8) becomes $H(k) = e^{-i k}$ for the specific choice of $J_R = 1$ and $J_L = 0$. In this case, the non-Hermitian Hamiltonian becomes unitary. If we regard $H(k)$ as the Floquet operator $U_F(k)$, we obtain a Thouless pump [131], which is characterized by the winding number proposed in Ref. [62]:

$$ w = \int_{-\pi}^{\pi} \frac{dk}{2\pi i} \ln \text{det} H(k). $$

(5)

In fact, Eq. (10) reduces to Eq. (5) if we replace $U_F(k)$ by $H(k)$ (see Appendix A). The formal similarity and the essential difference between non-Hermitian Hamiltonians and Floquet operators is clarified in the next section. Remarkably, without symmetry constraints, non-Hermitian systems can support topological phases and transitions even for a single-band lattice like Eq. (7). Indeed, we can easily write down a single-band Bloch Hamiltonian $H(k) = e^{i n k}$, which corresponds to an $|n|$-site (leftward when $n > 0$ and rightward when $n < 0$) unidirectional hopping and features an arbitrary winding number $n \in \mathbb{Z}$. This result makes a sharp contrast with Hermitian systems, which require at least two bands for observing topological phenomena [132], either with (in one dimension) or without (in two dimensions) additional symmetries. Such a sharp distinction can be understood as follows: According to Eq. (6), the winding numbers in non-Hermitian systems are determined solely from complex energies. On the other hand, winding numbers (or Chern numbers) in Hermitian systems are usually related to the Berry phase, which automatically becomes trivial if there is only a single band. We return to these crucial points in Sec. III D.

**B. Robustness against disorder—Revisiting the Hatano-Nelson model**

So far, we have focused on the case with translation invariance and used the Bloch Hamiltonian. For Hermitian
systems belonging to class A, we know that the integer quantum-Hall states in two dimensions are robust against spatial disorder. As a consequence, while the Anderson transition is forbidden in two dimensions [117] in the absence of spin-orbit interactions [133], mobility edges emerge in an integer quantum-Hall state and the delocalized modes contribute to the quantized Hall conductivity C*e^2/h [134], with C being the Chern number [1]. These well-established results naturally raise a question of whether or not a topological non-Hermitian system like Eq. (7) is robust against disorder and, if yes, in what sense.

To address this question, we consider the following modification of Eq. (7):

$$H = \sum_j \left( J_R c^\dagger_j c_j + J_L c^\dagger_{j+1} c_j + V_j c^\dagger_j c_j \right),$$  \hspace{1cm} (11)

which describes a one-dimensional ring with asymmetric hopping amplitudes and on-site disorder V_j. This model is a well-studied model proposed by Hatano and Nelson [114–116]. While a one-dimensional Hermitian system is always localized in the presence of a random potential [117], e.g., V_j ∈ [−W, W] with a uniform probability, the Hatano-Nelson model (11) exhibits an Anderson transition [113]. Recalling the emergence of mobility edges in the quantum-Hall state, we conjecture that the Anderson transition is ensured by the nontrivial topological winding number, which is expected to be trivial [135] if the system is fully localized.

To verify the conjecture, we have to first generalize the definition of the winding number to disordered systems. Following the idea of defining the Chern number for disordered quantum-Hall states [57], we apply a magnetic flux Φ through a finite non-Hermitian ring with length L such that the hopping amplitudes are multiplied by e^±iΦ/L under a specific choice of gauge. For the Hatano-Nelson model (11), we have

$$H(\Phi) = \sum_{j=1}^L \left( J_R e^{-i(\Phi/L)} c^\dagger_{j+1} c_j + J_L e^{i(\Phi/L)} c^\dagger_j c_{j+1} + V_j c^\dagger_j c_j \right).$$ \hspace{1cm} (12)

While H(Φ) is not periodic in Φ, there exists a large-gauge transformation $U_{LG} = e^{2\pi i/\sum_j |c_j|^2}$ such that

$$H(\Phi + 2\pi) = U_{LG} H(\Phi) U^\dagger_{LG}. \hspace{1cm} (13)$$

Therefore, the gauge-independent quantity $\det H(\Phi)$ is periodic in Φ, and the winding number can be defined as

$$w = \int_0^{2\pi} \frac{d\Phi}{2\pi} \ln \det H(\Phi). \hspace{1cm} (14)$$

We can show that Eq. (14) reproduces Eq. (5) in the presence of translation invariance (see Appendix A). In general, w counts the number of times the complex spectral trajectory encircles the base point $E_B = 0$ when the flux is increased from 0 to 2π. Having in mind that a time-varying flux induces an electric field, we expect that both the eigenenergy and the wave function of a localized mode stay almost unchanged when changing Φ. Accordingly, the winding number should vanish if the system is fully localized (see Appendix B.1 for details).

We perform an exact-diagonalization analysis of a Hatano-Nelson model with $L = 10^3$, $J_R = 2$, and $J_L = 1$ subject to the periodic-boundary condition. We present the numerical results in Fig. 3 for four different disorder strengths $W = 1, 3, 4, 5$. As W increases, the fraction of localized modes [indicated by the points located on the real axis in Fig. 3(a)] increases, and the mobility edges (points encircling the origin) shrink to the origin. Nevertheless, even if the fraction of delocalized modes is small, the winding number (14) is always quantized at $w = −1$. Moreover, arg $\det H(\Phi)$ is approximately given by $\pi − \Phi$, as can be seen from the following explicit expression:

**FIG. 3.** (a) Complex-energy spectra and (b) flows of Arg($\det H$) with respect to the flux Φ for typical realizations of the Hatano-Nelson Hamiltonian (11) with $L = 10^3$, $J_R = 2$, $J_L = 1$, and real on-site disorder $V_j \in [−W, W]$, where $W = 1, 3, 4, 5$. (c) and (d) correspond to (a) and (b), respectively, with the same set of parameters except for the inclusion of a complex on-site disorder $V_j = |V_j| e^{i\phi_j}$, where $|V_j| \in [0, W]$ with $W = 2, 3, 3.5, 4$ and $\phi_j \in [0, 2\pi]$. Note that the flows of Arg($\det H$) almost overlap in (b) for $W = 1, 3, 4$ and in (d) for $W = 2, 3, 3.5$ and that they also overlap with each other between (b) and (d). We see that the transition occurs between $W = 4$ and $W = 5$ in (a) and between $W = 3.5$ and $W = 4$ in (c). In the nontrivial phase $|W| = 1, 3, 4$ in (a) and $W = 2, 3, 3.5$ in (c), the spectra encircle the base point at $E = 0$, giving the winding number $w = −1$. In the trivial phase, the data points lie on the real axis in (a) and scatter in the complex-energy plane without forming a closed loop in (c).
\[ \det H(\Phi) = (-1)^{L-1}(J_R^L e^{-i\Phi} + J_L^L e^{i\Phi}) + P(\{V_j\}), \]

where an overwhelming majority of the random magnitudes of the polynomial \( P(\{V_j\}) \) (see Appendix B 2 for the detailed expression), which are independent of \( \Phi \), should be much smaller than \( J_R^L \) before localization. With further increasing the disorder strength, an Anderson transition occurs at \( W_c \approx 4.3 \), and all the states become localized, leading to a trivial topological number.

In fact, the real parameters used in numerical calculations endow the Hatano-Nelson model with time-reversal symmetry \( T = K \) (\( K \) is the complex conjugate), which makes the spectra symmetric under reflection with respect to the real axis [see Fig. 3(a)]. To demonstrate that the time-reversal symmetry is irrelevant to the winding number discussed here, we also calculate the energy spectra for complex random potentials \( V_j = |V_j|e^{i\phi_j} \), where the magnitude \( |V_j| \) (phase \( \phi_j \)) is randomly sampled from a uniform distribution over \([0, W]\) and \([0, 2\pi]\). Then, the symmetry with respect to the real axis is lost; yet, for disorder strength \( W = 2, 3, 3.5 \), we still find that the complex spectrum encircles the origin [see Fig. 3(c)], as listed in a nontrivial winding number \( w = -1 \) [see Fig. 3(d)]. When the disorder is too strong (the critical value is about \( W_c \approx 3.9 \)), e.g., for \( W = 4 \), the winding number becomes zero. Note that \( \text{Arg}(\det H) \) in Fig. 3(d) for \( W = 4 \) does not take on special values like 0 or \( \pi \), unlike the Hermitian case. This difference arises from the fact that the constant term \( P(\{V_j\}) \) in Eq. (15) now becomes complex due to \( V_j \in \mathbb{C} \).

It should be mentioned that, while the topological transition and the localization transition coincide in the above two models, this may not be the case for other forms of disorder (see Appendix B 3). On the other hand, one may conjecture that the system is fully localized if and only if the winding number with respect to an arbitrary base energy vanishes, provided that the eigenvalues of robust delocalized modes always form some loops. That is to say, a topological transition is certainly not sufficient but probably necessary for a localization transition.

While both the Hatano-Nelson model and the quantum-Hall insulator are topologically nontrivial with no symmetry requirement, we mention two crucial differences. First, due to the difference in spatial dimensions, the former is characterized by a winding number, while the latter is characterized by a Chern number. Second, as indicated by Table I, the topological winding number of the Hatano-Nelson model survives if the time-reversal symmetry is imposed. In stark contrast, a quantum-Hall insulator (or Chern insulator) necessarily breaks the time-reversal symmetry.

**C. Bulk-edge correspondence**

As is well known in Hermitian systems, a nontrivial topological number in the bulk usually implies the existence of edge states, such as chiral edge modes in a quantum (anomalous) Hall state with open boundaries [54]. It is thus natural to ask whether the bulk-edge correspondence exists in topological non-Hermitian systems. We answer this question in the affirmative, at least for the single-band case. However, the correspondence turns out to be very different from that in Hermitian systems—given a base energy \( E_B \), a positive (negative) winding number \( w \) implies \( w = -w \) independent edge modes with energy \( E = E_B \) and localized at the left (right) boundary in the semi-infinite space.

Let us first focus on the minimal model described by Eq. (7). By assuming \( |J_L| > |J_R| \), we expect an edge state at the left boundary. Indeed, in the limiting case of \( J_R = 0 \), \( \psi_j = \delta_{j,1} \) (localized at the first site) is an eigenstate with zero energy. More generally, by imposing the right-half-infinite boundary condition, a state localized at the left boundary can be obtained by solving

\[ J_R\psi_{j-1} + J_L\psi_{j+1} = E\psi_j, \quad j = 1, 2, \ldots \]  

subject to

\[ \psi_0 = 0, \quad \lim_{j \to \infty} \psi_j = 0. \]  

This is a standard problem on a recursive sequence. Denoting \( z_1 \) and \( z_2 \) as the roots of

\[ E = J_R z^{-1} + J_L z, \]  

which is the characteristic equation of Eq. (16), the general form of the wave function can be written as [136]

\[ \psi_j = c_1 z_1^j + c_2 z_2^j. \]  

Accordingly, the conditions in Eq. (17) become

\[ c_1 + c_2 = 0, \quad |z_1| < 1, \quad |z_2| < 1. \]

These conditions lead to a continuum of solutions \( \psi_j \propto z_1^j - z_2^j \) with energies that fill the interior of the bulk energy spectrum—a closed loop [see Fig. 4(a)] specified by Eq. (8) or Eq. (18) with \( |z| = |e^{i\pi}| = 1 \). Note that the winding number is 1 for any base energy within this loop, including \( E_B = 0 \).

With the above concrete example in mind, we are ready to generalize the conclusion to arbitrary single bands with positive winding numbers. While the full proof is somewhat technical (see Appendix C), the key idea is simply the argument principle [119]

\[ \oint_{|z|=1} \frac{dz}{2\pi i f(z)} = Z - P. \]
where $E = f(z)$ is the characteristic equation and $Z$ ($P$) denotes the number of zeros (poles) of $f(z)$ in the area $|z| < 1$. Replacing $z$ with $e^{ik}$, we find that the left-hand side of Eq. (21) gives nothing but the winding number $w$ introduced in Eq. (6). A general form of the wave function can be written as $\psi_j = \sum_{j' = 1}^P c_j z_{j'}$, where $z_{j'}$'s are the zeros and $c_j$'s are subject to $P$ different constraints stemming from the inhomogeneity at the edge. These are straightforward generalizations of Eqs. (19) and (20). As a result, there are $Z = P = w$-fold degeneracies of edge states at $E = 0$ or generally at $E = E_B$ if we replace $f(z)$ with $f(z) - E_B$ in Eq. (21). Note that the same analysis applies to single bands with negative winding numbers by interchanging $z$ and $z^{-1}$.

In a realistic one-dimensional system, such as a photonic lattice [88], open boundaries always appear in pairs. In the presence of two edges, only a one-dimensional part is picked out from the edge-state continuum, making the topological degeneracy generally invisible for a given base energy. For example, the spectrum of an open chain described by Eq. (7) with length $L$ can be determined as $E_n = 2\sqrt{J_I J_R} \cos (\pi n/(L+1))$ ($n = 1, 2, \ldots, L$), which distributes over an interval $(-2\sqrt{J_I J_R}, 2\sqrt{J_I J_R})$ on the real-energy axis in the thermodynamic limit [see the red line in Fig. 4(a)]. A sudden change in the spectrum under different boundary conditions has also been found in Ref. [137]. Here, we can provide a topological understanding—the winding number (14) should either vanish or become ill defined in an open chain, since the flux can always be gauged out and, thus, det $H(\Phi)$ is $\Phi$ independent. Therefore, the spectrum no longer encircles any base point inside the spectrum loop under the periodic-boundary condition. Since the spectrum should change continuously when the boundary hopping is gradually switched on, the spectrum must be very sensitive to the boundary condition. Indeed, it is already shown in Ref. [137] that an exponentially small modification of the boundary condition can lead to an order-one change in the spectrum.

As stated above, an energy eigenstate localized at the edge of a semi-infinite space generally disappears if the system size is finite. Nevertheless, quasiedge modes may exist for finite-size systems. By quasiedge modes, we mean that they are not genuine eigenstates, yet their dynamics look just like eigenstates up to a timescale that increases with the system size and diverges in the thermodynamic limit. To investigate them, suppose that an edge state with energy $E$ for the semi-infinite condition is prepared in a finite lattice with length $L$, whose spectrum does not include $E$. Then, the time evolution can be obtained to a

---

**FIG. 4.** (a) Energy spectrum of Eq. (7) with $J_L = 2$ and $J_R = 1$ under the periodic-boundary condition (PBC, blue ellipse) and the open-boundary condition (OBC, red line). For each energy $E$ inside the ellipse (light-blue region), there exists a $w = 1$ edge state localized at the left boundary in the semi-infinite space. Three colored points show energies of the three quasiedge modes in (d). (b) An edge state in the semi-infinite space (magenta wave packet) eventually becomes unstable (orange wave packet) in a finite open chain with length $L$ after a time $t' \sim (L/v)$, where $v$ is the Lieb-Robinson velocity. (c) Time evolution of the relative deviation $R(t) \equiv ||e^{-iH_E t} - 1||\psi_j||$ for the edge state $|\psi_j||$ with $E = 0.1i$ in an open chain with $L = 100$. Inset: Time evolution (solid curves) of $|\psi_j(t)|^2$ at the leftmost three sites ($j = 1, 2, 3$) in comparison with that of $|\psi_j(0)|^2 = e^{2\text{Im}E t}|\psi_j(0)|^2$ (dashed lines). (d) Finite-size scaling of $t'$ for three different quasiedge states with energies $E = 0.1i, 2.85$ and $0.5 - 0.5i$ [marked in (a)]. We define $t'$ by $R(t') = 10^{-2}$, as indicated by the dashed red line in (c). (e) The same as (c) but in the presence of real on-site disorder $V_j \in [-W, W]$ with $W = 3$. The green curves and the inset show three typical realizations, and the dashed purple curve gives the disorder average over $10^3$ realizations. The average is taken for $\ln R(t)$ and, thus, gives the geometric mean for $R(t)$. (f) The same as (d) but for different disorder strengths $W = 3, 3.5, 3.7$ compared to $W = 0$, the same as $E = 0.1i$ in (d)] with fixed $E = 0.1i$. |
good approximation simply by multiplying $e^{-iEt}$ up to a timescale (at least) proportional to $L$ [see Figs. 4(c) and 4(d)]. Note that this quasieigenstate of a finite chain becomes exact in the semi-infinite limit $L \to \infty$. While a formal proof is available (see Appendix D), we can intuitively interpret this linear scaling as a manifestation of the Lieb-Robinson bound [138] after a boundary-condition quench roughly $L$ sites away from the edge mode, as illustrated in Fig. 4(b). In the presence of disorder, these quasieigenstates are not quite eigenstates, and they are irregularly modified depending on the disorder configuration. As for on-site disorder in Eq. (7), the wave function of a quasieigenstate of a finite chain [see Fig. 4(f)].

The dramatic changes in the spectra for different boundary conditions have already been investigated in a purely mathematical context regarding non-Hermitian Toeplitz matrices (i.e., the matrices satisfying $M_{ij} = M_{ji}$) and operators [139]. A generalization of the conventional eigenvalues and eigenvectors, which is called the \textit{e-pseudoeigenvalues and eigenvectors}, was made to explain the apparent inconsistency. The exact definition is as follows: Given a matrix or operator $H$, if there exists $V$ such that the operator norm satisfies $\|V\| \leq \epsilon$ and $(H + V)\psi = E\psi$, then $E$ and $\psi$ constitute a pair of e-pseudoeigenvalue and eigenvector of $H$. In our language, Toeplitz matrices and operators correspond to finite and semi-infinite chains, respectively, and a pseudoeigenvector is nothing but a quasieigenmode. The spectrum of a Toeplitz operator must be obtained by first taking the thermodynamic limit $L \to \infty$ followed by $\epsilon \to 0$, which is generally \textit{inequivalent} to the limit $\epsilon \to 0$ followed by $L \to \infty$ [139]. This fact is reminiscent of quantum phase transitions [40], where spontaneous symmetry breaking occurs only by first taking the thermodynamic limit and then making the symmetry-breaking perturbations vanish. Here, the noncommutativity of the limiting procedures stems from the topologically enforced sensitivity to the boundary condition, as already explained previously.

### D. Numerical and experimental schemes to extract the winding number

In Hermitian systems, the only direct signature of $w$ in one dimension seems to be the number of edge states. Because of the subtlety of the bulk-edge correspondence discussed above, we can hardly identify $w$ simply from the energy spectrum of a finite non-Hermitian system.

Nevertheless, we can numerically extract the winding number by counting the zero modes of the following enlarged Hermitian Hamiltonian constructed from $H$:

$$H_H = \sigma_+ \otimes H + \sigma_- \otimes H^\dagger,$$  \hspace{1cm} (22)

where $\sigma_\pm = (\sigma_x \pm i\sigma_y)/2$, with $\sigma_x$ and $\sigma_y$ being the Pauli matrices. Such an idea of Hermitianization (22) actually lies at the heart of the $K$-theory classification discussed in the next section. Using the bulk-edge correspondence of $H$, we can show that the number of zero modes of Eq. (22) equals to $2|w|$ (see Appendix C). This result is actually nothing but the bulk-edge correspondence for Hermitian systems with chiral symmetry alone (class AIII). If the chiral symmetry stems from the sublattice degrees of freedom, the sign of $w$ determines in which sublattice the edge state is localized. Note that the generalization to arbitrary base energies can be done through the replacement of $H$ by $H - E_B$ in Eq. (22).

In practice, we can measure the winding number from the wave-packet dynamics. For Hermitian lattice systems, the semiclassical equations of motion of a particle in a single band are given by [140]

$$\frac{dk}{dt} = F, \quad \frac{dr}{dt} = \nabla_k E(k) - \frac{dk}{dt} \times \Omega(k),$$  \hspace{1cm} (23)

where $F$ is the potential gradient, $E(k)$ is the band dispersion, and $\Omega(k) = i(\nabla_k u(k)) \times (\nabla_y u(k))$ is the Berry curvature, which requires at least two dimensions and two bands (as mentioned in Sec. III A) to be nonzero. In two dimensions, it suffices to determine the Chern number directly from the transverse motion of particles [16]. However, in a one-dimensional lattice, rather sophisticated operations are needed to measure the winding number or the Zak phase [14]. That is, we have to isolate the geometric phase from the dynamical phase [141]. In a non-Hermitian one-dimensional system, however, the winding number (6) is determined solely from the eigenergies, which are relevant to the dynamical phase. It turns out that $w$ can be measured simply from the nonunitary Bloch oscillations [142,143], whose semiclassical equation of motion is given by (see Appendix E)

$$\frac{dk}{dt} = F, \quad \frac{dx}{dt} = \text{Re}\frac{dE(k)}{dk}, \quad \frac{d\text{Im}N_i}{dt} = 2\text{Im}E(k),$$  \hspace{1cm} (24)

where $\sigma_i \equiv \langle \psi_i | \psi_j \rangle$ is not, in general, equal to unity due to the nonunitary nature of the dynamics. By simultaneously tracing the center of mass and the total weight of the wave packet, we can reconstruct the energy spectrum when the wave vector runs over the Brillouin zone. The winding number $w$ can thus be determined by counting how many times the complex-energy trajectory encircles a base point. Such a simple scenario can be implemented in photonic lattices [144] with asymmetric trajectory encircles a base point. Such a simple scenario can be implemented in photonic lattices [144] with asymmetric trajectory encircles a base point. Such a simple scenario can be implemented in photonic lattices [144] with asymmetric trajectory encircles a base point. Such a simple scenario can be implemented in photonic lattices [144] with asymmetric trajectory encircles a base point. Such a simple scenario can be implemented in photonic lattices [144] with asymmetric trajectory encircles a base point.
exploring non-Hermitian quantum many-body physics [97,98].

As a simple example, we consider the wave-packet dynamics in a disorder-free Hatano-Nelson lattice (7) with $J_L = 2$, $J_R = 1$, and $L = 100$. While the open-boundary condition is imposed, we have checked that the difference from the periodic-boundary condition is negligible. At the initial time, we prepare a Gaussian packet in the middle of the lattice with dispersion $\sigma_x = \sqrt{L/(4\pi)}$ and located at $k = 0$ in the Brillouin zone [see Fig. 5(a)]. After applying a potential gradient $F = 0.4$ in the positive $x$ (right) direction, both the center of mass and the intensity start to oscillate. As shown in Fig. 5(c), the numerical results (dots) agree quite well with the semiclassical predictions (dashed curves). Thus, the reconstructed complex energies based on Eq. (24) accurately reproduce those of the ideal dispersion relation [see Fig. 5(d)]. We also plot the wave-packet densities at several different times in Fig. 5(b) and confirm that the profile stays approximately Gaussian during the time evolution. Note that the initial direction of motion is opposite to $F$ due to the negative effective mass $m_{\text{eff}} = -(J_L + J_R)$ at $k = 0$.

IV. CLASSIFICATION OF NON-HERMITIAN TOPOLOGICAL PHASES IN THE ALTLAND-ZIRNBAUER CLASSES

The non-Hermitian systems discussed in the previous section are special in the sense that the spatial dimension is $d = 1$ and no symmetry requirement is imposed. Such a non-Hermitian counterpart of class A in one dimension, however, exhibits an integer topological winding number (5) reminiscent of Floquet systems [62] and Hermitian systems belonging to class AIII [43]. These observations suggest a connection between a non-Hermitian Hamiltonian and a unitary operator, the latter of which has a one-to-one correspondence to an involutory Hermitian Hamiltonian with a prescribed chiral symmetry [61]. In this section, we establish such a connection, which enables a systematic classification of non-Hermitian Bloch Hamiltonians in all dimensions and in the presence of additional symmetries. In particular, we show that the topological classifications of non-Hermitian AZ classes differ significantly from those of Hermitian AZ classes [43–46].

A. Unitarization under symmetry constraints

In the previous sections, we have already clarified that two Hamiltonians are topologically equivalent if they can continuously be deformed into each other under certain constraints. Without symmetries, the only constraint is that a base point $E_B$ cannot be touched by the energy spectrum. Such a constraint is imposed to satisfy the condition of invertibility of the Hamiltonian for $E_B = 0$, which we primarily assume in the following discussions. For a given AZ class, we have to further impose symmetry constraints. We define that $H_0(k)$ and $H_1(k)$ are homotopically equivalent, denoted as $H_0(k) \simeq H_1(k)$, if and only if there exists a path $H_\lambda(k)$ ($0 \leq \lambda \leq 1$) in the space of invertible matrices [i.e., the GL(V) group, where V is the Hilbert space] such that

$$AH_\lambda(k) = \eta_A H_\lambda(-k)A, \quad \text{for all } \lambda \in [0, 1]. \quad (25)$$

where $A = T$ (time-reversal operator) and $C$ (particle-hole operator) are antiunitary operators, with $\eta_T = 1$ and $\eta_C = -1$, respectively. We emphasize again that the condition of $H_\lambda(k)$ being invertible is equivalent to the condition that the system stays gapped in the Hermitian case, if we prescribe the Fermi energy to be 0. When generalizing to non-Hermitian systems, the concepts of upper and lower bands disappear, since we cannot establish an order relation for complex energies.

From now on, we may omit the variable $k$ for simplicity. The definition of the homotopical equivalence based on Eq. (25) implies the following theorem:

**Theorem 1.**—For an arbitrary invertible Hamiltonian $H$, which has a unique polar decomposition $H = UP$ with $U$ being unitary and $P = \sqrt{H^*H}$ being positive definite and Hermitian, we have $H \simeq U$.

This theorem is proved in Appendix G and applicable also to crystalline symmetries. We provide two examples of unitarization from $H$ to $U$ in Fig. 6. According to this theorem, it suffices to consider the classification of all the unitary matrices. Note that this result is consistent with
band flattening in the Hermitian case [43–45]. By diagonalizing a Hermitian Hamiltonian as
\[ H = V \left( \begin{array}{cc} \Lambda_{p \times p}^+ & 0 \\ 0 & \Lambda_{q \times q} \end{array} \right) V^\dagger, \]
where \( \Lambda_{p \times p}^+ (\Lambda_{q \times q}^-) \) is the diagonal block of all the positive (negative) energies, we find the polar decomposition to be \( H = UP \) with
\[ U = V \left( \begin{array}{cc} 1_{p \times p} & 0 \\ 0 & -1_{q \times q} \end{array} \right) V^\dagger, \]
\[ P = V \left( \begin{array}{cc} \Lambda_{p \times p}^+ & 0 \\ 0 & -\Lambda_{q \times q}^- \end{array} \right) V^\dagger, \]
where \( U \) is nothing but the flattened Hamiltonian.

B. K-theory and Clifford-algebra extension

The classification based on the homotopy equivalence is appropriate for a given Hilbert space but is not so if the operations of inserting extra bands are allowed. These operations are indeed possible in experiments of ultracold atoms, where we can, for example, couple two or more individual one-dimensional chains [147]. In this case, the correct classification should be carried out on the basis of the K theory [44,46,50,51,148]; i.e., all we have to do is to figure out the K group of the map from the Brillouin zone \( M = T^d \) (\( d \) is the spatial dimension) to a matrix space subject to specific symmetry requirements (but with no Hermiticity constraints). If we are interested only in the strong topological numbers [44], the manifold is \( M = S^d \).

It is worthwhile to sketch the basics of the K theory so as to understand why it is compatible with band-inserting operations. The K group is an Abelian group consisting of equivalence classes, denoted as \([H_0, H_1]\), of pairs of Hamiltonians \((H_0, H_1)\), where \( H_0 \) and \( H_1 \) act on the same Hilbert space. For \((H_0, H_1)\), we define an addition structure as
\[ (H_0, H_1) + (H_0', H_1') = (H_0 \oplus H_0', H_1 \oplus H_1'). \]
We also impose \((H_0, H_1) = (H_0', H_1')\) if \( H_0 \approx H_0' \) and \( H_1 \approx H_1' \), Here \( \approx \) means the homotopy equivalence. To specify the equivalence classes, we require that \((H_0, H_1)\) should be identified as \([H_0 \oplus H, H_1 \oplus H] \equiv [H_0, H_1] \). By naturally defining the addition between equivalence classes as
\[ [H_0, H_1] + [H_0', H_1'] = [H_0 \oplus H_0', H_1 \oplus H_1'], \]
we can deduce that they form an Abelian group, which is called the K group and denoted as \( K(M) \), with zero element \([H, H] = 0\) and the inverse of \([H_0, H_1]\) being \([H_1, H_0] \). We say that \( H_0 \) and \( H_1 \) belong to the same topological phase if and only if \([H_0, H_1] = 0\).

A crucial observation here is that, although \( H_0 \approx H_1 \) implies \([H_0, H_1] = 0\), the converse is not true. A prototypical example is the Hopf insulator [149], which is a two-band system in three dimensions and has no symmetry. While a Hopf insulator differs homotopically from a trivial insulator by a nonzero Hopf charge, it is trivial in the K-theory classification, since we can insert additional bands into the system to trivialize the homotopy from \( S^3 \) to the entire Hilbert space. In other words, nontrivial topological phases emerge in class A in three dimensions if the number of bands is restricted to two.

While it is generally difficult to calculate the K group, well-developed techniques are available if the Hamiltonian space subjected to specific symmetry constraints can be represented as an extension of a Clifford algebra [44], which is generated by a set of anticommutative elements \( \{e_j\}_{j=1}^n \), i.e., \( e_j e_j' = -e_j' e_j \) for all \( j \neq j' \). If \( e_j^2 = 1 \) for all \( j = 1, 2, \ldots, n \), the algebra generated by \( \{e_j\}_{j=1}^n \) over the complex-number field \( C \) is called a complex Clifford algebra \( C\ell_n \). If \( e_j^2 = -1 \) for \( j = 1, 2, \ldots, p \) (\( p \leq n \)) and \( e_j^2 = 1 \) for \( j = p+1, p+2, \ldots, n \), the algebra generated by \( \{e_j\}_{j=1}^n \) over the real-number field \( R \) is called a real Clifford algebra \( C\ell_{p,q} \) where \( q = n - p \). For a flattened Hermitian Hamiltonian \( H \), we naturally have \( H^2 = 1 \), which can already be regarded as an element of a Clifford algebra \( C\ell_H \) generated by \( H \) and its twofold symmetry operators (as well as \( i \), if there is an antiunitary symmetry). Noting that the symmetry operators themselves generate another Clifford algebra \( C\ell_S \), we can thus represent the Hamiltonian space by the Clifford-algebra extension \( C\ell_S \to C\ell_H \). In particular, we denote \( C\ell_s \to C\ell_{s+1} \) and \( C\ell_{0,s} \to C\ell_{0,s+1} \) as \( C_s \) and \( R_s \), respectively, which satisfy \( C_{s+2} = C_s \) and \( R_{s+8} = R_s \). It is well known for Hermitian systems that the two complex AZ classes correspond to \( C_s \) with \( s = 0, 1 \) and the eight real AZ classes.
correspond to $\mathcal{R}_s$ with $s = 0, 1, \ldots, 7$ [44]. Denoting the $K$ group for a complex or real AZ class parametrized by $s$ and in $d$ dimensions as $K_C(s;d)$ or $K_R(s;d)$, we have

$$
K_C(s;d) = \pi_d(\mathcal{C}_z) = \pi_0(\mathcal{C}_{z-d}),
$$
$$
K_R(s;d) = \pi_d(\mathcal{R}_z) = \pi_0(\mathcal{R}_{z-d}),
$$

where $\pi_d$ is the $d$th homotopy group.

For a unitarized non-Hermitian Hamiltonian $U$, we do not have $U^2 = \pm 1$, in general. Nevertheless, we can introduce the corresponding Hermitian Hamiltonian

$$
H_U \equiv \sigma_+ \otimes U + \sigma_- \otimes U^\dagger = \begin{bmatrix} 0 & U \\ U^\dagger & 0 \end{bmatrix},
$$

which now satisfies $H_U^2 = 1$. Remarkably, by such a construction, we naturally have a chiral symmetry $\Sigma \equiv \sigma_z \otimes 1$ which satisfies $\Sigma^2 = 1$ and

$$
\Sigma H_U = -H_U \Sigma.
$$

It has been proved (see, e.g., Appendix D in Ref. [61]) that $H_U$ must take the form of Eq. (31) if we impose Eq. (32). Therefore, one can find properties of $U$ from those of $H_U$.

### C. Explicit classification

Now let us study how the non-Hermiticity changes the topological classification for each AZ class. We start from the two complex AZ classes A and AIII, which correspond to $\mathcal{C}_0$ and $\mathcal{C}_1$ in the Hermitian case. Because of the emergent chiral symmetry (32), class A is shifted to class AIII, which is characterized by $\pi_d(\mathcal{C}_1) = \mathbb{Z} (0)$ for odd (even) $d$. As for class AIII with an intrinsic chiral symmetry $\Gamma$, due to $[\Sigma, \sigma_0 \otimes \Gamma] = 0$ ($\sigma_0 \equiv 1_{2 \times 2}$), the topological number simply duplicates; i.e., it becomes $\pi_d(\mathcal{C}_1 \times \mathcal{C}_1) = \mathbb{Z} \otimes \mathbb{Z} (0)$ for odd (even) $d$.

Let us move on to the real AZ classes with only a single antunitary symmetry $A = U_A K$, including AI ($T^2 = 1$), D ($C^2 = 1$), AII ($T^2 = -1$), and C ($C^2 = -1$). By using the fact that

$$
AU = \eta_A U A \iff AU^\dagger = \eta_A U^\dagger A
$$

we find that the action of an antunitary symmetry $\sigma_0 \otimes A$ on $H_U$ is the same as that on $U$. Since $[\sigma_0 \otimes A, \Sigma] = 0$, such a chiral symmetry $\Sigma$ implies another antunitary symmetry whose square is the same as $A^2$. Therefore, classes A and D (classes AII and C), which correspond to $\mathcal{R}_0$ and $\mathcal{R}_2$ ($\mathcal{R}_4$ and $\mathcal{R}_6$) in the Hermitian case, are unified into BDI (CII) described by $\mathcal{R}_1$ ($\mathcal{R}_5$).

Finally, let us discuss the AZ classes with two antunitary symmetries, including DIII ($T^2 = -1, C^2 = 1$), CI ($T^2 = 1, C^2 = -1$), BDI ($T^2 = 1, C^2 = 1$), and CII ($T^2 = 1, C^2 = -1$). For the former two classes, we can construct $i\Sigma (\sigma_0 \otimes \Gamma) = i\sigma_z \otimes \Gamma$; this operator gives $-1$ upon squaring and commutes with all the elements in the original Clifford algebra excluding $\Sigma$, which implies that DIII and CI, which correspond to $\mathcal{R}_3$ and $\mathcal{R}_7$ in the Hermitian case, are unified into AIII ($\mathcal{C}_1$), since $i\sigma_z \otimes \Gamma$ behaves like a complex unit that changes the real AZ classes into the complex ones [50]. For the latter two classes, we can construct $\Sigma (\sigma_0 \otimes \Gamma) = \sigma_z \otimes \Gamma$; this operator gives $1$ upon squaring and commutes with all the elements in the original Clifford algebra excluding $\Sigma$, which implies that the topological number of classes BDI and CII simply gets doubled, since $\sigma_z \otimes \Gamma$ has two different subspaces of eigenstates with eigenvalues $\pm 1$ [50].

We list all the results in Table I. In summary, the effect of non-Hermiticity is equivalent to adding a chiral symmetry that commutes with all the original symmetries. As a result, A, DIII, and CI are unified into AIII, AI and D are unified into BDI, AII and C are unified into CII, and AIII, BDI, and CII become duplicated.

### D. Discussions

A few remarks are in order here. First, the unification of classes AI and D and classes AII and C, as well as that of classes DIII and CI, can be understood as a consequence of the one-to-one mapping between a time-reversal-symmetric Hamiltonian and a particle-hole-symmetric Hamiltonian which are transformed to each other by simple multiplication of one or the other by $i$ [150]. Such a unification holds true for very general requirements of continuous deformation other than maintaining invertibility, such as the existence of a complex band gap [111].

Second, despite the fact that the classification of non-Hermitian matrices is equivalent to that of unitary matrices, the periodic table (Table I) differs significantly from that of Floquet systems [61]. This difference is partly [151] due to the different meanings of time-reversal-symmetric and particle-hole-symmetric operators in the context of Hamiltonians and time-development operators. In the former case, we require $AHA^{-1} = \eta_A H$, while in the latter case we require $AUA^{-1} = U^{-\eta_A}$.

Third, a two-dimensional non-Hermitian system turns out to be always trivial in our classification. This result does not contradict a recently discovered Chern number for separable non-Hermitian bands [111], since all the bands can be deformed to touch each other without hitting a base energy. For example, let us show how to trivialize a Chern insulator without the spectrum touching at the origin (here, we assume $E_B = 0$). We consider a two-band system

$$
H(k_x, k_y) = -i\gamma \sigma_0 + \sin k_x \sigma_x + \sin k_y \sigma_y + (m - \cos k_x - \cos k_y) \sigma_z
$$

and start from $(\gamma, m) = (0, 1)$, which describes a Hermitian Chern insulator [41]. We can first gradually introduce a
global loss up to, e.g., \( \gamma = 0.25 \) [see Fig. 7(a)], then change \( m \) into, e.g., \( m = 3 \), and finally remove the global loss by reducing \( \gamma \) to zero. It is clear that the origin is not touched by the spectrum of \( H(k_x, k_y) \) during the whole process. Such a continuous deformation is, however, forbidden in Ref. [111], because a band touching occurs at \( m = 2 \).

Although the AZ classes are always trivial in two dimensions in our framework, nontrivial topological phases do exist in other symmetry classes. For example, by setting \( \gamma = 0 \) in Eq. (34), we have

\[
\sigma_x H(k_x, k_y) \sigma_x = -H(-k_x, k_y)
\]

for any two-dimensional lattices, but they inherit from the lower dimension (\( d = 1 \)) and are not genuinely two-dimensional topological invariants. On the other hand, a nontrivial weak topological number can lead to a dramatic change in the spectrum under different boundary conditions, just like the one-dimensional case shown in Fig. 4(a).

V. TOPOLOGICAL INDICES FOR NON-HERMITIAN SYSTEMS

In this section, we identify the topological indices and provide some concrete examples for all the nontrivial non-Hermitian AZ classes in zero and one dimensions.

A. Zero dimension

According to the \( K \)-theory classification (see Table I), if we impose either time-reversal or (and) particle-hole symmetry, we obtain two (four) types of topologically different matrices. Since a matrix of class BDI is made from two independent matrices of class AI (or D), it suffices to focus on a single \( \mathbb{Z}_2 \) topological number. Furthermore, class AI and class D can be mapped into each other by simply multiplying the imaginary unit \( i \) [150]; therefore, we will primarily discuss the case of class AI without the loss of generality.

Note that an involutory \( (T^2 = 1) \) time-reversal symmetry can always be represented as \( T = K \) in an appropriate basis [152], under which all the time-reversal-symmetric matrices are real. In this case, the polar decomposition becomes \( H = OR \), where \( O \) is orthogonal and \( R \) is real, symmetric, and positive definite. Since \( H \approx O \), we conclude that the \( \mathbb{Z}_2 \) topological number characterizes the two disconnected sectors of an orthogonal group. In terms of \( H \), this topological number can be defined as

\[
s = \text{sgn}(\det H),
\]

which takes on 1 (\(-1\)) if there is an even (odd) number of eigenvalues on the negative real axis (see Fig. 8). Using the correspondence between classes AI and D, the \( \mathbb{Z}_2 \) index of a particle-hole-symmetric Hamiltonian can be defined as

\[
s' = \text{sgn}(\det iH),
\]

which takes on 1 (\(-1\)) if there is an even (odd) number of eigenvalues on the positive imaginary axis.

1. PT-symmetric systems

Remarkably, in the sense of Eq. (37) [Eq. (38)], a PT-symmetry-breaking (an anti-PT-symmetry-breaking [77]) transition across an exceptional point can be identified as a topological transition. While the PT symmetry physically
differs from the $T$ symmetry, as long as the symmetry operator is involutory and antiunitary, the topological classification in zero dimension is the same as class AI. Note that the classification differs in higher dimensions (see Table II and Appendix I). As a minimal example, we consider a non-Hermitian two-level system \[H = \Omega \sigma_x + i\gamma \sigma_z, \quad \Omega, \gamma \in \mathbb{R},\] (39)
which features a $PT$ symmetry $\sigma_x K$. It is easy to check that $\det H = \gamma^2 - \Omega^2$ and, thus, $s = -1$ ($s = 1$) in the $PT$-unbroken ($PT$-broken) phase. A topological transition with anti-$PT$-symmetry breaking (class D) can similarly be constructed by multiplying Eq. (39) by $i$.

At first glance, the conclusion that a $PT$-symmetry-breaking transition is topological seems rather odd, since in Hermitian systems the concept of SPT is complementary to spontaneous symmetry breaking. As for non-Hermitian systems, this is possible due to the conceptual difference in defining topological phases as dynamical phases instead of states of matter so that the eigenstates do not necessarily respect the symmetry. In particular, the $\mathbb{Z}_2$ topological number (37) for class AI in zero dimension is determined solely by the energy spectrum. The emergence of $E$ and $E^*$ is indeed topologically forbidden if they originate from two real energies with opposite signs, which is because in $PT$-symmetric systems a pair of complex-conjugate eigenvalues emerges when two real eigenenergies coalesce; if these real eigenenergies have opposite signs, they have no alternative but to meet at the origin, which, however, is forbidden by our assumption. Now the sign of the product of the two eigenvalues, which gives the $\mathbb{Z}_2$ index in Eq. (37), is negative before the $PT$-symmetry breaking and positive after it. Thus, the $PT$ transition is topologically forbidden unless the origin is touched.

2. Quantum channels
Another important example is quantum channels or completely positive (CP) and trace-preserving (TP) maps. A CPTP map always has a Kraus representation \[\mathcal{E}(\rho) = \sum_{\alpha} K_{\alpha} \rho K_{\alpha}^\dagger,\] (40)
where the Kraus operators $K_{\alpha}$ satisfy $\sum_{\alpha} K_{\alpha}^\dagger K_{\alpha} = I$. Alternatively, $\mathcal{E}$ can be represented as an enlarged non-Hermitian matrix $\mathcal{E} = \sum_{\alpha} K_{\alpha} \otimes K_{\alpha}^\dagger$ on the Liouville space $\mathcal{V} \equiv V \otimes V^*$. Remarkably, defining $\mathcal{K}(\rho) \equiv \rho^\dagger$ as the Hermitian-conjugate superoperator, which is antiunitary [154] and involutory $(\mathcal{K}^2(\rho) = \rho)$, we have
\[\mathcal{E}\mathcal{K}(\rho) = \mathcal{K}\mathcal{E}(\rho) = \sum_{\alpha} K_{\alpha} \rho K_{\alpha}^\dagger,\] (41)
which is actually the Hermiticity-preserving property of $\mathcal{E}$ [122]. Such an inherent symmetry is absolutely robust, unlike the $PT$ symmetry which can hardly be exact due to experimental imperfection. Therefore, a CPTP map $\mathcal{E}$ always belongs to the AI class and is classified by a $\mathbb{Z}_2$ topological index, determined by the sign of $\det \mathcal{E} \in \mathbb{R}$. We note that the same classification applies to a CP map, which can also be represented by Eq. (40) with no constraints on $K_{\alpha}$’s. With the TP property imposed, the eigenvalues of $\mathcal{E}$ are enforced to be on or inside the unit circle in the complex plane [155].

It is natural to define a trivial map if it is connected to the identity channel $I$. It follows that $\mathcal{E}$ is trivial as long as $\det \mathcal{E} > 0$. In this sense, each invertible quantum dynamical map $\Phi_t$ is trivial, since $\Phi_t$ can continuously be deformed into $\Phi_0 = I$, irrespective of whether $\Phi_t$ is Markovian or not [156]. Conversely, we can conclude that a topologically nontrivial quantum channel with $\det \mathcal{E} < 0$ can never be continuously generated by a Markovian dynamics. It is nevertheless easy to construct a nontrivial channel via random unitary circuits which take the form $\mathcal{E}(\rho) = \sum_j p_j U_j \rho U_j^\dagger$ with $\sum_j p_j = 1$. A prototypical example is the isotropic depolarization channel for a single qubit [112]:
\[\mathcal{E}_d(\rho) = \rho p + \frac{1 - p}{3} \sum_{\alpha=x,y,z} \sigma_\alpha \rho \sigma_\alpha^\dagger,\] (42)
whose extension $\mathcal{E}_d \otimes I$ has widely been used to introduce imperfection into a maximally entangled qubit pair [157]. We can check that $\det \mathcal{E}_d = (|4p - 1|/3)^3$ so that a topological transition occurs at $p = \frac{1}{3}$, where the channel becomes a constant (fully depolarized) map $\mathcal{E}_d(\rho) = [(\sigma_0)/2]$.

If the quantum channel plays a role of a Floquet superoperator for a periodically driven open system [158], the stroboscopic evolution is governed by 
\[ \rho_{n+1} = \mathcal{E}(\rho_n T), \]
where \( T \) is the driving period. If we look at the long-time dynamics, the topological index \( \text{sgn}(\det \mathcal{E}) \) might become meaningless, since only the long-lived modes with eigenvalues with nearly unit norm are relevant. Denoting the superprojector onto such a metastable manifold \( Y_{ss} \) as \( \mathcal{P} \), which can always be made Hermiticity preserving [159], we expect the sign of \( \text{det} \mathcal{P} \), denoted by \( s_{ss} \), to be important for the long-time dynamics. If \( s_{ss} = -1 \), there must be an odd number of long-lived modes near \( -1 \). When the system is perturbed, we expect that at least one long-lived mode stays on the real axis near \( -1 \). This expectation cannot be ensured by \( s_{ss} = 1 \), since all the long-lived modes near \( -1 \) can leave the real axis in a pairwise manner. The above discussion is parallel to the \( \mathbb{Z}_2 \) topological insulators [5–7], on the surface of which at least one Dirac cone survives under time-reversal-symmetric perturbations.

As a minimal illustration, let us consider a critical (zero full determinant) quantum channel

\[ \mathcal{E}_{xy}(\rho) = \frac{1}{2} (\sigma_x \rho \sigma_x + \sigma_y \rho \sigma_y), \]

which has a single long-lived mode \( \sigma_z \) with eigenvalue \(-1\) in addition to the steady state \( \sigma_0/2 \) so that \( s_{ss} = -1 \). Starting from \( |\uparrow\rangle \), we find an antiferromagnetic \( (\uparrow\downarrow\uparrow\downarrow\ldots) \) stroboscopic dynamics [see the red dots in Fig. 9(b)]. The

\[ \mathcal{R}_\mathcal{E}_{xy}(\rho) = |\uparrow\rangle \langle \uparrow| \rho |\uparrow\rangle \langle \uparrow| + |\downarrow\rangle \langle \downarrow| \rho |\downarrow\rangle \langle \downarrow|. \]

FIG. 9. (a) Pulse sequence of the stroboscopic qubit dynamics governed by two types of operations \( \mathcal{R}_\mathcal{E}_{xy} \) and \( \mathcal{R}_\mathcal{E}_{xy} \). In the former case, \( \pi \) pulses are applied randomly in the \( x \) and \( y \) directions with equal probability, leading to \( s_{ss} = -1 \). In the latter case, \( \pi \) pulses are applied in the \( x \) direction, leading to \( s_{ss} = 1 \). (b) Starting from \( \rho_0 = |\uparrow\rangle \langle \uparrow| \), the dynamics of \( \langle \sigma_z \rangle \) for \( e = 0 \) (red dots) are the same between the two cases. As for \( e = 0.05\pi \) (green dots), the dynamics governed by \( \mathcal{R}_\mathcal{E}_{xy} \) (left) exhibit a discrete time-crystalline-like behavior [160–162], but the dynamics governed by \( \mathcal{R}_\mathcal{E}_{xy} \) do not. (c) Fourier transform of \( \langle \sigma_z \rangle_{t=nT} \) into the frequency domain. The single peak located at \( \omega = 0.5\omega_T \) \( (\omega_T \equiv (2\pi T) \) stays robust for \( \mathcal{R}_\mathcal{E}_{xy} \) (left) but splits into two peaks for \( \mathcal{R}_\mathcal{E}_{xy} \) (right).

The same dynamics can be realized by unitary \( \pi \) rotation along the \( x \) axis, i.e., \( \mathcal{E}_{xy}(\rho) = \sigma_x \rho \sigma_x \), which has two modes with eigenvalues \(-1\) so that \( s_{ms} = s = 1 \). Now let us disturb the temporal antiferromagnetic pattern by inserting a sudden pulse \( \mathcal{R}_\pi(\rho) = e^{-\text{i}\pi \sigma_x} \rho e^{\text{i}\pi \sigma_x} \) at the end of each evolution period [see Fig. 9(a)]. As clearly shown by the Fourier transform of \( \langle \sigma_z \rangle_{t=nT} \) in Fig. 9(c), the antiferromagnetic pattern is robust against perturbation to \( \mathcal{E}_{xy} \) with \( s_{ms} = -1 \) but is fragile for \( \mathcal{E}_{xy} \) with \( s_{ms} = 1 \). This observation is reminiscent of discrete time crystals [123–125,160–162], which are Floquet systems that spontaneously break the discrete time-translation symmetry. Akin to intrinsic topological order [22], long-range entanglement has been identified as the origin of the rigidity of unitary discrete time crystals in one dimension [163]. It would be interesting to study whether a nontrivial \( \mathbb{Z}_2 \) topological index, which emerges from the inherent time-reversal-like symmetry (41), can lead to the absolute rigidity of a dissipative discrete time crystal in zero dimension [158].

### B. One dimension

We discuss the general structures of non-Hermitian Hamiltonians in one dimension and the corresponding topological numbers in addition to class A.

For class DIII (CI), we can always find a basis under which \( \Gamma = \sigma_z \otimes 1 \) and \( T = \sigma_x \otimes i\sigma_y K \) (\( C = \sigma_z \otimes i\sigma_y K \)). The symmetry requirements \( \Gamma H(k) = -H(k) \Gamma \) and \( TH(k) = H(-k)T \) [\( CH(k) = -H(-k)C \)] lead to the following general form of the Hamiltonian:

\[ H(k) = \begin{bmatrix} 0 & h(k) \\ -\pm\sigma_z h^*(-k)\sigma_z & 0 \end{bmatrix}, \]

where \( h(k) \) can be an arbitrary invertible matrix and \( + \) and \( - \) correspond to class DIII and CI, respectively. Because of the arbitrariness of \( h(k) \), the topological classification coincides with class A, and the topological number is determined by \( w_h \in \mathbb{Z} \), i.e., the winding number of \( h(k) \).

For class AIII, we can always find a basis under which \( \Gamma = \sigma_z \otimes 1 \). The general form of the Hamiltonian reads

\[ H(k) = \begin{bmatrix} 0 & h_1(k) \\ h_2(k) & 0 \end{bmatrix}, \]

with \( h_{1,2}(k) \) being arbitrary invertible matrices. Note that there are two independent winding numbers \( w_{h_1} \) and \( w_{h_2} \) in accordance with the classification \( \mathbb{Z} \otimes \mathbb{Z} \). We can generally have \( w_{h_1} \neq -w_{h_2} \), implying different numbers of (quasi)zero modes localized at the two open boundaries. As shown in Fig. 10(a), a two-band model with \( h_1(k) = J_1 e^{2ik} \) and \( h_2(k) = J_2 e^{-ik} \) in Eq. (45) has two and one zero modes at the left and right boundaries, respectively, as a consequence of asymmetric hopping amplitudes. It is interesting to note that for the Hermitian case the non-Hermitian \( \mathbb{Z} \otimes \mathbb{Z} \)
group degenerates into its subset \( \{(n, -n) : n \in \mathbb{Z}\} \) due to the Hermitian constraint \((w_{b_1} = -w_{b_2})\), which is nothing but the \( \mathbb{Z} \) classification of class AIII. It is worth mentioning that the Hamiltonian studied in Ref. [70], which can be expressed as \( H(k) = (v + r \cos k)\sigma_x + r(\sin k - i)\sigma_y \) \((v, r \in \mathbb{R})\), gives an example of the two generators of \( \mathbb{Z} \oplus \mathbb{Z} \) by taking \( 0 < (v/r) < 2 \) and \(-2 < (v/r) < 0\). The \( \frac{1}{2} \mathbb{Z} \) topological number identified therein turns out to be \( \frac{1}{2}(w_{b_1} - w_{b_2}) \), which can be a half-integer only if the system is non-Hermitian.

For class AI (D), we can always find a basis under which \( T = K \) \((C = K)\) so that \( H^\dagger(k) = H(-k) \) \([H^\dagger(k) = -H(-k)]\). This requirement enforces the matrix elements of \( H(k) \) to be \( \sum_{n \in \mathbb{Z}} c_n e^{ink} \), with \( c_n \)'s being real (purely imaginary) numbers, yet the winding number of \( H(k) \) does run over \( \mathbb{Z} \). All the different topological phases can be realized in a single-band model \( H(k) = e^{i nk} [H(k) = ie^{i nk}] \) with \( n \in \mathbb{Z} \).

For class BDI, we can always find a basis under which \( \Gamma = \sigma_z \), \( T = K \), and \( C = \sigma_z K \). The general form of the Hamiltonian is again given by Eq. (45), but \( h^*_{1,2}(k) = h_{1,2}(-k) \) is required. Similar to class AIII, we have two independent winding numbers \( w_{b_1} \) and \( w_{b_2} \), and the topological classification is \( \mathbb{Z} \oplus \mathbb{Z} \).

For class AII (C), we can always find a basis under which \( T = i\sigma_z K \) \((C = i\sigma_z K)\) so that \( \sigma_z H^\dagger(k) = H(-k)\sigma_z \) \([\sigma_z H^\dagger(k) = -H(-k)\sigma_z]\). This symmetry requirement restricts the form of the Hamiltonian to be

\[
H(k) = \begin{bmatrix} h_1(k) & h_2(k) \\ \mp h_2^*(k) & \pm h_1^*(k) \end{bmatrix},
\]

where \( h_1(k) \) and \( h_2(k) \) can be arbitrary [but \( H(k) \) should be invertible after all] and the upper (lower) signs correspond to class AII (C). In this case, we can prove that the winding number of a Hamiltonian must be even (see Appendix H), as indicated by the \( \mathbb{Z} \mathbb{Z} \) classification. An important physical implication is that there must be an even number of (quasi)edge modes, which actually form Kramers pairs. In Fig. 10(b), we present a minimal model of spin-\( \frac{1}{2} \) fermions with \( h_1(k) = 0 \) and \( h_2(k) = e^{i k} \) in Eq. (46).

For class CII, we can always find a basis under which \( \Gamma = \sigma_z \otimes 1 \) and \( T = \sigma_0 \otimes i\sigma_z K \) \((C = \sigma_z \otimes i\sigma_z K)\). The general form of the Hamiltonian in this case is again given by Eq. (45) but with \( \sigma_z h^*_{1,2}(k) = h_{1,2}(-k)\sigma_z \); namely, both \( h_1(k) \) and \( h_2(k) \) belong to class AII. The topological characterization is thus given by two even integers \( w_{b_1} \) and \( w_{b_2} \), consistent with the \( 2\mathbb{Z} \oplus 2\mathbb{Z} \) classification.

VI. CONCLUSION AND OUTLOOK

In summary, we have established a fundamental framework for a systematic study of topological non-Hermitian systems. The two guiding principles are a dynamical viewpoint on topological systems and the constraint such that the energy spectrum neither touches nor crosses the base point. We have studied one-dimensional non-Hermitian lattices belonging to class A in detail, identified the topological winding number, demonstrated the robustness against disorder, unveiled an exotic bulk-edge correspondence, and discussed the experimental relevance. We have given a systematic classification based on \( K \) theory and obtained the periodic table (Table I) for non-Hermitian AZ classes. All the nontrivial classes in zero dimension and one dimension have been exemplified.

Our work opens up many possibilities for future studies. Even if we confine ourselves to non-Hermitian AZ classes, physical properties of topological phases in three dimensions are yet to be explored, though the formal classifications have been worked out. For class A, we expect the \( \mathbb{Z} \) winding number to be given by

\[
w_{3D} = \int_{BZ} d^3k \frac{1}{24\pi^2} \epsilon_{\mu\nu\sigma} \text{Tr}[Q_\mu(k)Q_\nu(k)Q_\sigma(k)],
\]

where \( Q_\mu(k) = H^{-1}(k)\partial_\mu H(k) \). Such an expectation is based on the fact that Eq. (47) gives the winding number for a three-dimensional Hermitian system belonging to class AIII, if \( H(k) \) is the off-diagonal block of the entire Hamiltonian [43]. It follows from Eq. (47) that, once two components of \( Q_\mu(k) \) commute, \( w_{3D} \) vanishes, which rules out the possibility for a nontrivial system with a single band, in stark contrast to the one-dimensional case. Since the noncommutativity between \( Q_\mu(k) \)'s is essential for a nonzero \( w_{3D} \), not only the spectrum but also the eigenstates become important. It would be interesting to explore the edge physics and dynamical response in such a system with nonzero \( w_{3D} \). We also note that the topological phases in
four dimensions can be realized by using the time direction [164,165] or the synthetic dimension [166]; thus, they are also physically relevant.

Compatible with the $K$ theory, our framework can readily be extended to including crystalline symmetries [50,51]. An important class is $PT$-symmetric systems, whose Bloch Hamiltonians satisfy

$$PTH(k) = H(k)PT,$$  \hspace{1cm} (48)$$

with $PT$ being antiunitary and involutory. Unless the spatial dimension is zero (as discussed in Sec. VA), Eq. (48) differs from the time-reversal symmetry $TH(k) = H(-k)T$ in the sense that the sign of $k$ is not inverted. As shown in Table II, we have obtained the complete classification for $PT$-symmetric systems without any other symmetries (see Appendix I for details). In particular, we have a $Z_2$ classification in one dimension. Dramatic changes in classification are expected when additional symmetries are imposed. We also recall that crystalline symmetries open up the possibilities for exploring topological phases of non-Hermitian systems in two dimensions. Indeed, we have already provided such an example in Sec. IV D.

We can also modify the setup to perform a systematic classification for nonunitary quantum walks, as mentioned in Sec. IV B. Moreover, in analogy with Hermitian systems for which the $K$-theory approach has been applied to classify bulk-gapless topological phases [148], our framework has a potential to be generalized to non-Hermitian systems with exceptional points in the bulk [68,70–72]. We can even go beyond the $K$-theory classification to seek for homotopically distinguishable (like the Hopf insulator [149]) non-Hermitian topological phases with a definite Hilbert-space dimension as exemplified in Appendix I. Last but not the least, it could be an intriguing theoretical challenge to consider the topological characterization for interacting many-body non-Hermitian systems [97,98], which are expected to be accessible in near-future atomic, molecular, and optical experiments in light of the rapid development in reservoir engineering [167].
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**APPENDIX A: CONSISTENCY BETWEEN THE WINDING-NUMBER EXPRESSIONS**

We first show that Eq. (10) is equivalent to Eq. (5). For this purpose, it suffices to show the following identity for an invertible matrix with a single parameter:

$$\partial_k \ln \det H(k) = \text{Tr}[H^{-1}(k) \partial_k H(k)].$$  \hspace{1cm} (A1)$$

By definition, the left-hand side of Eq. (A1) reads

$$\partial_k \ln \det H(k) \equiv \lim_{\epsilon \to 0} \frac{\ln \det H(k + \epsilon) - \ln \det H(k)}{\epsilon}.$$  \hspace{1cm} (A2)$$

Since only the leading-order term $[O(\epsilon)]$ survives in the numerator, we can approximate $\det H(k + \epsilon)$ as

$$\det[H(k) + \epsilon \partial_k H(k)] + O(\epsilon^2) = \det H(k) \det[1 + \epsilon H^{-1}(k) \partial_k H(k)] + O(\epsilon^2) = \det H(k) \{1 + \epsilon \text{Tr}[H^{-1}(k) \partial_k H(k)]\} + O(\epsilon^2).$$  \hspace{1cm} (A3)$$

Substituting the last expression in Eq. (A3) into Eq. (A2) and using $\ln(1 + x) = x + O(x^2)$, we obtain Eq. (A1).

We then show that Eq. (14) reproduces Eq. (5) if the translation invariance is imposed. In the quasimomentum representation, the entire Hamiltonian $H_{tot}$ with flux $\Phi$ can be block-diagonalized as

$$H_{tot}(\Phi) = \bigoplus_{k=(2j_\pi/L)−\pi} H\left(k + \frac{\Phi}{L}\right),$$  \hspace{1cm} (A4)$$

which leads to

$$\ln \det H_{tot}(\Phi) = \sum_{k=(2j_\pi/L)−\pi} \ln \det H\left(k + \frac{\Phi}{L}\right).$$  \hspace{1cm} (A5)$$

Therefore, we have

$$\int_0^{2\pi} \frac{d\Phi}{2\pi} \partial_{\Phi} \ln \det H_{tot}(\Phi) = \sum_{k=(2j_\pi/L)−\pi} \int_0^{2\pi} \frac{d\Phi}{2\pi L} \partial_k \ln \det H\left(k + \frac{\Phi}{L}\right) = \frac{L-1}{\pi} \sum_{j=0}^{\lfloor (2j+1)\pi/L \rfloor} \int_{(2j_\pi/L)−\pi}^{(2j+1)\pi/L} \frac{d\phi}{2\pi} \partial_k \ln \det H(k + \phi) = \int_{-\pi}^{\pi} \frac{dk}{2\pi} \partial_k \ln \det H(k).$$  \hspace{1cm} (A6)$$

It is instructive to illustrate the equivalence between the $k$-based and $\Phi$-based winding numbers in a concrete model, such as
When the configuration of the continuous curve corresponds to \( \Phi \) defined by Eq. (A7). The arrows indicate the flow of eigenenergy as the wave vector \( k \) increases from 0 to \( 2\pi \).

(FIG. 11) (a) Energy spectrum of an infinite translation-invariant lattice described by Eq. (A7). The arrows indicate the flow of eigenenergy as the wave vector \( k \) increases from 0 to \( 2\pi \). (b) The same as in (a) but for a finite \((L = 30)\) ring subjected to a flux \( \Phi \). The arrow indicates the spectral flow as \( \Phi \) changes from 0 to \( 2\pi \).

$$H = \sum_j (J_1 c_{j+1}^\dagger c_j + J_2 c_{j-1}^\dagger c_{j+1})$$  \hfill (A7)

with \( J_1 = 1 \) and \( J_2 = 2 \). According to the dispersion relation \( H(k) = J_1 e^{-i k} + J_2 e^{i k} \), it is easy to know that \( \det H(k) \) encircles the origin twice when \( k \) runs over the Brillouin zone, as shown in Fig. 11(a). Note that a given \( k \) corresponds to a single eigenenergy, since there is only a single band. On the other hand, for a finite ring with length \( L \) and subjected to a flux \( \Phi \), the Hamiltonian becomes \( H_{\text{tot}}(\Phi) = \sum_j (e^{-i(\Phi/L)} J_1 c_{j+1}^\dagger c_j + e^{2i(\Phi/L)} J_2 c_{j-1}^\dagger c_{j+1}) \), where a given \( \Phi \) corresponds to \( L \) eigenenergies that form a discretized configuration of the continuous curve \( H(k) \) [see Fig. 11(b)]. When \( \Phi \) increases from 0 to \( 2\pi \), the spectrum of \( H_{\text{tot}}(\Phi) \) returns to itself, and the trajectory exactly generates the energy spectrum in the thermodynamic limit in a counterclockwise manner, leading to the winding number \( w = 2 \).

**APPENDIX B: FURTHER DETAILS ON THE HATANO-NELSON MODEL**

In this Appendix, we explain in detail how the topological transition is related to the Anderson transition and provide some quantitative results.

1. **Spectral flow and localization**

The topological interpretation of the Anderson transition in the Hatano-Nelson model is based on the intuition that a fully localized system is topologically trivial. Here, we justify this statement from the viewpoint of the potential-gradient response of wave functions.

To judge whether an eigenstate is localized, we can look at either its static properties such as the real-space profile or the dynamical properties such as the response to a potential gradient. Here, we apply the latter, which turns out to work well even in small systems. For an open chain with length \( L \) and described by the Hamiltonian \( H = \sum_{j} J_{ij} c_{i}^\dagger c_{j} \) subject to a perturbation \( \delta H = -(V/L) \sum_j j c_j^\dagger c_j \), starting from an eigenstate \( |\psi_0\rangle \) of \( H \) and assuming adiabaticity, the normalized wave function \( |\psi_j\rangle \) at time \( t \) can well be approximated by \( e^{-i\delta H t}|\psi_0\rangle \), with \( |\psi_j\rangle \) being the eigenstate of \( H(t) \equiv e^{i\delta H t} H e^{-i\delta H t} \). Note that \( |\psi_j\rangle \approx e^{-i\delta H t}|\psi_0\rangle \) shares almost the same real-space profile as \( |\psi_0\rangle \). When the system becomes a ring, by replacing \( Vt \) with \( \Phi \) in \( H(t) \), the obtained Hamiltonian \( H(\Phi) \) is equivalent to that of a ring with a flux \( \Phi \) inside. This correspondence can be understood from the fact that a temporally changing magnetic flux induces an electromotive force. If \( |\psi_0\rangle \) is localized, then by definition the wave function should be rigid against the induced electric field. In contrast, a delocalized state should be flexible in response to a change of \( \Phi \), giving rise to transport phenomena. Recalling that the spectra of \( H(\Phi) \) and \( H(\Phi + 2\pi) \) coincide, we expect the complex energy of a localized (delocalized) state to almost stay unchanged (flow to another eigenvalue) when varying \( \Phi \) from 0 to \( 2\pi \). Accordingly, the spectral trajectory of \( H(\Phi) \) cannot form any loop and is topologically trivial for a fully localized system.

We illustrate the above argument for a Hatano-Nelson ring (11) with a complex on-site random potential and \( L = 30 \). As shown in Fig. 12, when changing \( \Phi \) from 0 to \( 2\pi \), eight of the 30 eigenvalues almost stay unchanged, while the remaining 22 eigenvalues flow clockwise to their nearest neighbors, forming a loop. We also show the \( \Phi \) dependence of two representative wave functions on and outside the loop. The former wave function (left-upper panel) is relatively extensive in real space and changes dramatically with respect to \( \Phi \), while the latter one is localized and exhibits rigidity against a change in \( \Phi \). Given a base point (e.g., \( E_B = 0 \)) inside the loop, the spectral flow of the delocalized modes contributes to the winding number of \( w = 1 \).

(FIG. 12) Spectral flow (right) and two representative eigenwave functions (left) of a Hatano-Nelson ring with complex disorder \( W = 2.5 \), \( L = 30 \), \( J_L = 2 \), \( J_R = 1 \), and threaded by a varying flux \( \Phi \). A delocalized wave function (left-upper panel) behaves flexibly, while a localized wave function (left-lower panel) exhibits rigidity.
2. Derivation of Eq. (15)

For convenience, we choose the gauge for which only the hopping between the \( L \)th site and the first site is multiplied by \( e^{\pm \Phi} \) such that

\[
H(\Phi) = \begin{bmatrix}
V_1 & J_L & 0 & \cdots & 0 & J_R e^{-\Phi} \\
J_R & V_2 & J_L & \cdots & 0 & 0 \\
0 & J_R & V_3 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & V_{L-1} & J_L \\
J_L e^{i\Phi} & 0 & 0 & \cdots & J_R & V_L
\end{bmatrix}.
\]

(B1)

Expanding the determinant of \( H(\Phi) \) in terms of the first column, we obtain

\[
\det H(\Phi) = V_1 \det \begin{bmatrix}
V_2 & J_L & 0 & \cdots & 0 \\
J_R & V_3 & J_L & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & V_{L-1} \\
0 & 0 & 0 & \cdots & J_R
\end{bmatrix} - J_R \det \begin{bmatrix}
J_L & 0 & \cdots & 0 & J_R e^{-i\Phi} \\
J_R & V_3 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & V_{L-1} & J_L \\
0 & 0 & \cdots & J_R & V_L
\end{bmatrix} + (-)^{L-1} J_L e^{i\Phi} \det \begin{bmatrix}
J_L & 0 & \cdots & 0 & J_R e^{-i\Phi} \\
V_2 & J_L & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & J_L & 0 \\
0 & 0 & \cdots & V_{L-1} & J_L
\end{bmatrix}.
\]

(B2)

Denoting \( Q_{m,n} \) as the determinant of the truncated Hatano-Nelson Hamiltonian (always subjected to the open-boundary condition) from site \( m \) to \( n \), we have

\[
\det H(\Phi) = V_1 Q_{2,L} - J_R J_L Q_{3,L} + (-)^{L-1} J_R^2 e^{-i\Phi} + (-)^{L-1} J_L^2 e^{i\Phi} - J_R J_L Q_{2,L-1},
\]

which can be rewritten in the form of Eq. (15) with

\[
P(\{V_j\}) = Q_{1,L} - J_R J_L Q_{2,L-1}.
\]

Here we use the recursion relation

\[
Q_{m,n} = V_n Q_{m+1,n} - J_R J_L Q_{m+2,n} = V_n Q_{m,n-1} - J_R J_L Q_{m,n-2}.
\]

(B5)

from which we can explicitly write down

\[
P(\{V_j\}) = V_1 V_2 \cdots V_L \sum_{|S|=0}^{[L/2]} \sum_{V_{n1},n2} \prod_{j=1}^{n1} \prod_{n2} \frac{-J_R J_L}{V_n V_{n+1}}.
\]

(B6)

The condition \(|n-n'| > 1\) in Eq. (B6) should be imposed on \( Z_L \), where \(|L-1| \) is identified as 1.

3. Some exact results

While it is difficult to obtain the distribution of \( P(\{V_j\}) \), analytical results are available under specific choices of parameters; e.g., \( J_LJ_R = 0 \) (unidirectional hopping) and \( |V_j| \) obeys a uniform distribution over \([0,W]\). In this case, \( P(\{V_j\}) = \prod_j V_j \) and the distribution of \( \Xi_L \equiv -\ln[P(\{V_j\})/W^L] \subset [0,\infty) \) can explicitly be obtained as follows. Defining \( \xi_j \equiv -\ln(|V_j|/W) \in [0,\infty) \), we find that \( \xi_j \) obeys the standard exponential distribution, i.e., \( \text{Prob}(\xi_j = \xi) = e^{-\xi}/\theta(\xi) \), where \( \theta(\xi) \) is the Heaviside step function. Since \( \Xi_L = \sum_{j=1}^{L} \xi_j \), the independent, \( \Xi_L \) obeys the Gamma distribution

\[
\text{Prob}(\Xi_L = \Xi) = \frac{\Xi^{L-1} e^{-\Xi}}{(L-1)!}.
\]

(B7)

For \( L \gg 1 \), we can check that \( \Xi_L/L \) approximately obeys the Gaussian distribution with mean 1 and variance \( L^{-1} \), and thus it approaches the delta distribution at 1 in the thermodynamic limit. Recalling that the topological transition occurs at \( P(\{V_j\}) = J^2 \) with \( J \equiv \max\{J_R,|J_L|\} \) or, equivalently, \( \Xi_L/L = -\ln(1/W) \); we thus obtain the critical disorder strength to be \( W_c = C \). Note that this critical value does not depend on whether \( V_j \) is complex or not. However, this property should be unique to the unidirectional hopping.

In Fig. 13, we provide numerical evidence that supports the above prediction. For real disorder, we calculate the disorder average of \( |E|^m \equiv \min\{|E|: \det(E-H) = 0, E \in \mathbb{C}\} \), which is the minimum absolute value of the complex eigenenergies. In the thermodynamic limit, we expect a nonzero (zero) \( \langle|E|^m\rangle \) in the delocalized (localized) phase. For a finite system, as shown in Fig. 13(a), we find a sharper and sharper crossover near \( W_c \) when increasing the system size. For complex disorder, we use the inverse participation ratio, which is defined as \( \text{IPR}(\{\rho_j\}) = \sum_{j=1}^{L} \rho_j^2 \) for a normalized distribution \( \sum_{j=1}^{L} \rho_j = 1 \), where \( \rho_j \propto |\psi_j|^2 \) (this quantity has been demonstrated to be a better indicator than \( |\psi_j|^2 \) and \( |\psi_j|^2 \) \cite{116}), \( \psi_j \) is a right eigenwave function of \( H \) and \( \varphi_j \) is the
corresponding left eigenwave function. We calculate the disorder average of the maximum of a rescaled quantity

$$\zeta \equiv \frac{1}{L \times \text{IPR}(\{\rho_j\})} \in (0, 1)$$

(B8)

for individual realizations. In the thermodynamic limit, we have $\zeta \neq 0$ if $\rho_j$ decays no faster than the square-root power law and $\zeta = 0$ otherwise, especially for an exponentially localized $\rho_j$. As shown in Fig. 13(b), we find a similar crossover for $\langle \zeta_M \rangle$ from finite to zero near $W_c$, and the crossover becomes sharper for larger $L$.

More generally, even if the analytic expression of $\text{Prob}(\Xi_L = \Xi)$ is not available, the distribution of $\Xi_L/L$ asymptotically approaches the Gaussian distribution with mean $E(\xi_j)$ and variance $\text{Var}(\xi_j)/L$ as long as the central limit theorem is applicable. For example, when $|V_j|$ obeys the Lorentz distribution $\text{Prob}(|V_j| = V) = \{2W/[\pi(V^2 + W^2)]\} \theta(V)$, the rescaled variable $\xi_j \equiv -\ln|V_j|/W$ obeys the hyperbolic secant distribution $\text{Prob}(\xi_j = \xi) = (\pi \cosh \xi')^{-1}$ with mean 0 and variance $\pi^2/4$. Therefore, the critical disorder strength for the Lorentz distribution is $W_c = J$, which is consistent with that obtained by the Green’s function method [168].

Finally, we provide an example which demonstrates a topological transition without a localization transition. We consider a binary disorder $V_j = \pm W$ with an equal probability of occurrence for $W$ and $-W$. In this case, $|P(\{|V_j|\}| = W^k$ in an arbitrary disorder realization, so the critical disorder strength for the topological transition is given by $W_c = J$. On the other hand, the winding number with respect to $E_b = \pm W$ is always one in the thermodynamic limit, no matter how large $W$ is, which implies that there are always some delocalized modes and the system never undergoes a localization transition. Nevertheless, there is indeed a qualitative change in the spectrum when $W$ exceeds $W_c$—a single loop splits into two loops [see Fig. 14(a)]. As shown in Fig. 14(b), such a transition is accompanied by the onset of the deviation of $\zeta_M$ from one.

**APPENDIX C: PROOF OF THE BULK-EDGE CORRESPONDENCE**

To be specific, we focus on a single-band lattice with finite-range hopping amplitudes $J_j$. That is, we have at most $p$-site ($q$-site) hopping towards the right (left) direction. Hence, denoting $z = e^{ik}$, the dispersion relation, or the characteristic equation of the Schrödinger equation, can be written as

$$E = f(z) = \sum_{j=-p}^{q} J_j z^j, \quad (C1)$$

with $J_{-p}, J_q \neq 0$. Assuming that the winding number $w$ is non-negative, we impose the right semi-infinite condition, so the general solution of an edge state takes the form

$$\psi_j = \sum_{l=1}^{S} \sum_{m=1}^{n_l} c_{l,m} z^m \left| z = z_l \right., \quad (C2)$$

where $z_l$ ($l = 1, 2, \ldots, S$) is the $n_l$th-order zero of $f(z) = 0$ given in Eq. (C1) and inside of the unit circle $|z| = 1$, i.e., $|z_l| < 1$. Using the argument principle (21) and the assumption $w \geq 0$, we have $\sum_{l=1}^{S} n_l = Z = p + w \geq p$, with $p$ being the effective number of poles for $|z| < 1$. Indeed, there is a single $p$th-order pole at $z = 0$, implying $z_l \neq 0$ for all $l = 1, 2, \ldots, S$. The initial condition reads

$$\psi_0 = \psi_{-1} = \cdots = \psi_{-p+1} = 0, \quad (C3)$$

which, together with Eq. (C2), leads to a set of homogeneous linear equations.
where the elements of the generalized Vandermonde matrix $[169] M = [M_{uv}]_{p \times Z}$ and the coefficient vector $c = (c_1, c_2, \ldots, c_Z)^T$ are given by

$$M_{i;o(l,m)} = \left. \frac{d^{m-1}}{dz^{m-1}} e^{z^{j+1}} \right|_{z=z_i},$$

$$c_{o(l,m)} = c_{l;m},$$

(C5)

with $o(l,m) \equiv \sum_{r=1}^{l-1} n_r + m, 1 \leq l \leq S$, and $1 \leq m \leq n_i$. To see how many degrees of freedom survive under the condition imposed by Eq. (C4), we have to determine the rank of $M$, which equals that of $M^T$. Suppose that the rank of $M^T$ does not saturate the maximum $p$; there must exist a nonzero vector $a = (a_1, a_2, \ldots, a_p)^T$ that satisfies

$$M^T a = 0.$$  

(C6)

Defining a polynomial $g(z) \equiv \sum_{j=1}^{p} a_j z^{j-1}$ with $0 < \deg g(z) \leq p - 1$ due to the fundamental theorem of algebra, Eq. (C6) can explicitly be written down as

$$\left. \frac{d^{m-1}}{dz^{m-1}} g(z^{-1}) \right|_{z=z_i} = 0,$$

(C7)

implying that $g(z)$ contains a polynomial factor $\prod_{j=1}^{S} (z - z^{-1})^{n_i}$ and, hence, $\deg g(z) \geq \sum_{i=1}^{S} n_i = Z$. Recalling that $Z \geq p$, $\deg g(z) \geq Z$ contradicts $\deg g(z) \leq p - 1$, so the original assumption that $\text{rank}(M^T) < p$ must be wrong. In other words, both the rank of $M^T$ and that of $M$ saturate the maximum $p$. Therefore, the number of independent $c_j$’s satisfying Eq. (C4), or the degeneracy of zero modes localized at the left edge, turns out to be $Z - p = w$. As an example with twofold degeneracy, we can examine the model given in Eq. (A7) and check that

$$\psi_j = (-1)^{j} \sqrt{1/3} (1 + \beta + \beta^2) \beta^{j-1} (1 - e^{2\pi i j/3}),$$

$$\psi_j = (-1)^{j} \sqrt{1/3} \left[ (1 - \beta^3) \beta^{j-2} [1 + \beta e^{2\pi i/3}]ight.$$

$$+ (\beta + e^{2\pi i/3}) e^{2\pi i j/3} + (\beta + 1) e^{-2\pi i (j+1)}]$$

(C8)

span the zero-mode space, where $\beta = (J_1/J_2)^{2/3}$.

Now let us next discuss the case of $w < 0$. If we use the same boundary condition as above, we again obtain Eq. (C4), but there are more rows than columns in $M$, since $p = Z - w > Z$. We can thus pick out the first $Z$ rows of $M$ to construct a square matrix $\tilde{M}$ such that

$\tilde{M}c = 0$,  

(C9)

is necessarily satisfied. Straightforward calculations give

$$\det \tilde{M} = C \prod_{1 \leq l < s \leq Z} (z_s - z_l)^{n_l} \neq 0,$$

(C10)

where the factor $C = \prod_{l=1}^{S} (-1)^{n_l} z_{l}^{-n_l(n_l-1)} \prod_{m=1}^{n_i} (m-1)!$. Therefore, as a necessary condition of Eq. (C4), Eq. (C9) is sufficient to enforce $c$ to be 0, implying no edge modes localized at the left boundary. On the other hand, if we change the boundary condition to be left semi-infinite,

$$\psi_0 = \psi_1 = \cdots = \psi_{q-1} = 0$$  

(C13)

can again be written in the form of Eq. (C4), but the elements of the generalized Vandermonde matrix $\tilde{M} = [M_{uv}]_{p \times Z'}$ and the coefficient vector $c = (c_1, c_2, \ldots, c_{Z'})^T$ become

$$\tilde{M}_{j;o(l,m)} = \left. \frac{d^{m-1}}{dz^{m-1}} z^{j-1} \right|_{z=z_l},$$

$$c_{o(l,m)} = c_{l;1},$$

(C14)

where $o(l,m) \equiv \sum_{r=1}^{l-1} m_r + n, 1 \leq l \leq R$, and $1 \leq n \leq m_r$. Using the same technique as in the previous paragraph, we can prove that $M$ takes the maximum rank $q$, so the number of independent degrees of freedom, or the degeneracy of the zero modes localized at the right boundary, turns out to be $Z' - q = w$.

As an application of the bulk-edge correspondence for non-Hermitian Hamiltonians, we can demonstrate the bulk-edge correspondence in Hermitian systems with a chiral symmetry (class AIII), whose Hamiltonian is given by
Eq. (22). Such a Hamiltonian can be unitarily transformed into \( \sigma_x \otimes \sqrt{H^*H} \), so the full spectrum reads \( \{ \pm E_1, \pm E_2, \ldots \} \), with \( \{ E_1, E_2, \ldots \} \) being the eigenvalues of \( \sqrt{H^*H} \), which is semipositive definite. Therefore, the statement that there are \( 2|w| \) zero modes of Eq. (22) is equivalent to the fact that there are \( |w| \) zero modes of \( \sqrt{H^*H} \). We already know that \( |w| \) gives the number of edge states of \( H \) at \( E = 0 \) in a semi-infinite space but generally does not for an open chain. However, it gives the number of quasi-eigenstates at \( E = 0 \), which almost vanish after being acted on by \( H \). Using this property, we can show that \( |w| \) does give the number of zero modes for the Hermitian operator \( \sqrt{H^*H} \).

To this end, we first prove the following theorem:

**Theorem 2.**—Given \( D \) different wave functions \( \{ \psi_n \} \) (\( n = 1, 2, \ldots, D \)) satisfying \( \| H|\psi_n\rangle \| < \epsilon_1 \) and \( \| \langle \psi_m |H|\psi_n\rangle \| < \epsilon_2 \) for all \( m \neq n \), there must be at least \( D \) different eigenstates of \( \sqrt{H^*H} \) with energies less than \( E_b \):

\[
\{ \epsilon_1 / \sqrt{1 - (D - 1) \epsilon_2^2} \}. 
\]

**Proof.**—We note that \( \{ \psi_n \} \)’s are linearly independent. Otherwise, we can find \( c_j \)’s (\( j = 1, 2, \ldots, D \)) such that \( \max_{1 \leq j \leq D} |c_j|^2 = |c_{j_0}|^2 > 0 \) and \( \sum_{j=1}^{D} c_j |\psi_j\rangle = 0 \), leading to the contradiction

\[
|c_{j_0}| = |c_{j_0} \langle \psi_{j_0} |\psi_{j_0}\rangle| = \left| \sum_{j \neq j_0} c_j \langle \psi_{j_0} |\psi_j\rangle \right| \leq \sum_{j \neq j_0} |c_j| |\langle \psi_{j_0} |\psi_j\rangle| < \epsilon_2 (D - 1) |c_{j_0}| \ll |c_{j_0}|. \tag{C15}
\]

Therefore, denoting \( V_0 = \text{span} \{ |\psi_j\rangle : j = 1, 2, \ldots, D \} \), we have \( \text{dim} V_0 = D \). For an arbitrary \( |\psi\rangle \in V_0 \), which can always be expressed as \( |\psi\rangle = \sum_{j=1}^{D} c_j |\psi_j\rangle / \| \sum_{j=1}^{D} c_j |\psi_j\rangle \| \), we can bound \( \| H|\psi\rangle \| \) from above as

\[
\| H|\psi\rangle \| \leq \frac{\sum_{j=1}^{D} |c_j| \| H|\psi_j\rangle \|}{\| \sum_{j=1}^{D} c_j |\psi_j\rangle \|} \leq \frac{\epsilon_1 \sum_{j=1}^{D} |c_j|}{\sqrt{\sum_{j=1}^{D} |c_j|^2 - \sum_{m \neq n} c_m^* c_n \langle \psi_m |\psi_n\rangle}} \\
< \frac{\epsilon_1}{\sqrt{1 - (D - 1) \epsilon_2^2}} \frac{\sum_{j=1}^{D} |c_j|}{\sqrt{\sum_{j=1}^{D} |c_j|^2}} \\
\leq \frac{\sqrt{D} \epsilon_1}{\sqrt{1 - (D - 1) \epsilon_2^2}} = \frac{E_b}{\sqrt{D}}. \tag{C16}
\]

Consequently, we have

\[
\text{Tr}_{V_0} [H^*H] < E_b^2, \tag{C17}
\]

where \( \text{Tr}_{V_0}[\ldots] \) denotes the trace over the subspace \( V_0 \). Denoting \( P_g \) as the projector onto the Hilbert subspace \( V_g \) spanned by all the eigenstates of \( \sqrt{H^*H} \) with energies less than \( E_b \), we can construct \( H' = E_b^2 (1 - P_g) \leq H^*H \), leading to

\[
\text{Tr}_{V_0} [H'] = E_b^2 (D - \text{Tr}_{V_0} [P_g]) < E_b^2 \\
\iff \text{Tr}_{V_0} [P_g] = \text{Tr}_{V_0} [P_0] > D - 1, \tag{C18}
\]

where \( P_0 \) is the projector onto \( V_0 \). Since \( \text{Tr}_{V_0} [P_0] \leq \text{Tr}_{V_0} [I] = \text{dim} V_g \), which should be an integer, we finally obtain \( \text{dim} V_g \geq D \).

Now let us come back to the eigenvalue problem of \( \sqrt{H^*H} \) for an open chain with length \( L \). We can first work in the semi-infinite limit to determine a set of orthonormal zero modes \( \{ \tilde{\psi}_j \} \)’s (\( j = 1, 2, \ldots, |w| \)) of \( H \) and then truncate and normalize them on a finite chain, obtaining \( |\psi_j\rangle \)’s. Note that \( |\psi_j\rangle \)’s are now not exact eigenstates of \( H \), but the conditions of the theorem proved above are satisfied, with \( \epsilon_1 \) and \( \epsilon_2 \) exponentially small in \( L \), since the deviations stem from the exponential tail. According to the theorem, we can find at least \( |w| \) eigenstates with exponentially small energies. We should furthermore mention the impossibility to find the \( (|w| + 1) \)th eigenstate with a small energy that eventually vanishes in the thermodynamic limit; otherwise, we will have at least \( |w| + 1 \) zero modes of \( H \) in a semi-infinite space, leading to a contradiction.

It is worthwhile to mention that the bulk-edge correspondence for class AIII (or BDI) alone can alternatively be proved using the Callias index theorem [170] following Ref. [36]. However, it seems rather nontrivial whether a similar method can be applied to a single off-diagonal block in a class AIII Hamiltonian.

**APPENDIX D: LONG-LIVED QUASIEIGENSTATES AND THEIR ABSENCE IN HERMITIAN SYSTEMS**

According to the bulk-edge correspondence proved in the last Appendix, we know that, for an open chain and a given base energy \( E_B = E \) with respect to which the winding number is nonzero (\( w \neq 0 \)) for the corresponding periodic ring, there exist \( w \) independent quasieigemodes satisfying

\[
\| (H - E)|\psi\rangle \| < A_E e^{-\alpha_L L}, \tag{D1}
\]

where the constants \( A_E \) and \( \alpha_L \) depend on \( E \) but not on \( L \). In the following, we show that such a quasieigenstate is long lived to a timescale at least proportional to \( L \) and, thus, becomes an exact eigenstate in the limit of \( L \to \infty \).

We first clarify that “long lived” means that the free evolution \( e^{-iH t}|\psi\rangle \) can be well approximated by \( e^{-iE t}|\psi\rangle \) up to a long time. To quantify how close \( |\psi\rangle \) is to an eigenstate, we examine the relative deviation
which cancels the effect of amplification or decay due to a large imaginary part in \( E \). We can thus bound \( R(t) \) as

\[
R(t) = \frac{\|e^{-i(H-E)t}|\psi\rangle - e^{-iEt}|\psi\rangle\|}{\|e^{-iEt}|\psi\rangle\|},
\]

where \( \tilde{A}_E = A_E \|H - E\|^{-1} \) and \( v_E = \|H - E\|/\alpha_E \), with \( \|O\| = \max_{\|\psi\|=1} \|O|\psi\| \) being the operator norm. Here, we iteratively use the inequality \( \|O_1 O_2 \| \leq \|O_1\| \|O_2\| \). Since \( v_E \leq \|H\| + |E| \) can be bounded by an \( L \)-independent quantity, Eq. (D3) implies that up to a time \( t^* \sim O(L/v_E) \), the relative deviation is exponentially small, i.e., \(-\ln R(t) \sim O(L)\), which is consistent with a naive expectation from the Lieb-Robinson bound [138]. Nevertheless, we should mention that the Lieb-Robinson picture may break down in some many-particle non-Hermitian systems after a global quench [171].

Remarkably, the above analysis does not depend on the translation invariance. That is to say, as long as Eq. (D1) holds true, we can claim the existence of long-lived quasieigenstates even for a disordered system. Equation (D1) can thus be justified by calculating the singular values of \( H - E \) for a not-too-strong disorder strength \((W = 3, 3.5\) of the Hatano-Nelson model with \( J_L = 2\), \( J_R = 1\), and a complex on-site random potential. As for the disorder average, we consider \( \langle \ln \lambda_m \rangle \) for up to \( 2.5 \times 10^3 \) realizations. We choose \( \langle \ln \lambda_m \rangle \) rather than \( \ln \langle \lambda_m \rangle \), because the latter is sensitive to rare events while the former is not. As shown in Fig. 15, \( \langle \ln \lambda_m \rangle \) scales linearly with respect to \( L \) for a not-too-strong disorder strength \((W = 3, 3.5\), implying the robustness of (quasi)edge modes. When the disorder is strong enough \((W = 4, 5)\), however, the scaling seems to deviate from a linear one. We also note that the above analysis implies a similar Lieb-Robinson behavior for the quench from a finite chain to the semi-infinite boundary condition, since Eq. (D1) holds true also in this situation.

Let us move on to disprove the existence of a quasieigenstate in a general Hermitian system at any energy \( E \) separated from the spectrum of \( H = \sum_j E_j |\psi_j\rangle \langle \psi_j| \). We first prove that \( \text{Im}E = 0 \) is necessary for the existence of a quasieigenstate. Otherwise, by using the inequality \( \|\psi_1\rangle - \|\psi_2\rangle\| \geq \|\|\psi_1\rangle\| - \|\|\psi_2\rangle\|\|\), we have

\[
R(t) = \frac{\|e^{-i(H-E)t}|\psi\rangle - e^{-iEt}|\psi\rangle\|}{\|e^{-iEt}|\psi\rangle\|} \geq e^{-2t|E_1 - E_2|},
\]

where the right-hand side can exceed any small threshold after a time interval independent of the system size. We thus focus on \( E \in \mathbb{R}/\{E_j\} \) from now on. Defining \( d_E \equiv \min_j |E_j - E| \) and \( D_E \equiv \max_j |E_j - E| \), which are finite even when \( L \rightarrow \infty \), we have

\[
\sin \left( \frac{|E_j - E| t}{2} \right) > \frac{|E_j - E| t}{\pi}
\]

for all \( t < \pi/D_E \). Expanding the initial state as \( |\psi\rangle = \sum_j c_j |\psi_j\rangle \), we have

\[
R(t) = \frac{\|\sum_j c_j (e^{-i(E_j - E)t} - 1) |\psi_j\rangle\|}{\|\sum_j c_j e^{-iEt} |\psi_j\rangle\|} \geq \frac{2}{\pi} \left( \sum_j |c_j|^2 (E_j - E)^2 \right)^{1/2} \geq \frac{2 d_E}{\pi} t,
\]

at least for \( t < \pi/D_E \). This result (D6) implies a finite time interval during which the deviation of \( e^{-iHt}|\psi\rangle \) from \( e^{-iEt}|\psi\rangle \) grows faster than a finite speed \( 2d_E/\pi \) for all \(|\psi\rangle\), no matter how large the system size \( L \) is. Therefore, no quasieigenstate whose lifetime increases with respect to \( L \) exists in a Hermitian system.

As a simple example, we consider the Hermitian limit of a Hatano-Nelson lattice:

\[
H = J \sum_j (c_j^\dagger c_{j+1} + c_j^\dagger c_{j+1}^\dagger),
\]

whose band dispersion reads \( E(k) = 2J \cos k \), with a maximum group velocity of \( 2J \). A naive extension to
imaginary wave vector \( k = i\ell^{-1} \) may suggest that a localized wave function \( \psi_j \propto e^{ikx} \) corresponds to an energy \( E = 2\cosh \ell^{-1} \) outside the spectrum of \( H \). According to Eq. (D6), however, such a wave function can never be a quasieigenstate. To confirm this, we explicitly calculate the dynamics for \( \ell = 2 \) and two different system sizes \( L = 60 \) and 80 (see Fig. 16). In stark contrast to the Lieb-Robinson picture, we find a quick saturation of \( R(t) \) independent of the system size. The bound in Eq. (D6) [dashed red lines in Figs. 16(a) and 16(c)], although not tight, correctly predicts the linear growth at the initial stage (fitted by dashed purple lines). On the other hand, the finite system size sets a timescale after which the wave-packet dynamics fails to be approximated by free propagation, leading to a revival in \( R(t) \). As shown in Figs. 16(a)–16(d), such a wave function turns out to be well approximated by \( t_r = L/(2J) \).

**APPENDIX E: DERIVATION OF THE SEMICLASSICAL EQUATION OF MOTION FOR NONUNITARY BLOCH OSCILLATIONS**

In the continuous limit, the Schrödinger equation (generally nonunitary) in momentum space is given by

\[
 i\partial_t \psi_j(k) = [E(k) - iF\partial_k] \psi_j(k),
\]

(E1)

where \( E(k) \) is the dispersion relation of the band and \( F \) is a potential gradient. Starting from an arbitrary initial state \( \psi_0(k) \), we can write down a formal solution to Eq. (E1) as

\[
 \psi_j(k) = e^{-i\int_0^t dE(k-F(t-t'))} \psi_j(k-Ft),
\]

(E2)

which satisfies the quasiperiodicity \( \psi_{t+(2\pi)/F}(k) = e^{-i(2\pi/F)k} \psi_j(k) \) with \( E = \int_0^\pi [(dk)/(2\pi)]E(k) \). Note that no approximation is made so far except for the continuous limit. We mention that a similar semiclassical analysis on nonunitary wave-packet dynamics is made in Ref. [172].

If we focus on the semiclassical regime, \( \psi_0(k) \) should be highly localized in the Brillouin zone, such as a Gaussian packet \( \psi_0(k) = (\sqrt{2\pi}\sigma_k)^{-1/2}e^{-k^2/(2\sigma_k^2)} \) near \( k = 0 \), with a small dispersion \( \sigma_k \ll 1 \). In this case, we can expand \( E(k-F(t-t')) \) in Eq. (E2) near \( Ft \) (in terms of \( k-Ft \approx \sigma_k \) up to \( (k-Ft)^2 \)), such that the wave packet \( \psi_j(k) \) stays (approximately) Gaussian:

\[
 \psi_j(k) \approx (\sqrt{2\pi}\sigma_k)^{-1/2}e^{-i\int_0^t dE(F'P)}e^{-i[E(F(t-t'))-E(0)]/k-Ft-\{1/(4\sigma_k^2)+iE(F(t-t'))-E(0)/2F\}(k-Ft)^2},
\]

(E3)

where \( E'(k) \) is the simplified notation for \( \{dkE(k)/dk\} \). We can thus calculate the normalization \( \mathcal{N}_t \equiv \langle \psi_j | \psi_i \rangle \) as \( \int_{-\pi}^\pi dk |\psi_j(k)|^2 \), which turns out to be

\[
 \mathcal{N}_t = e^{2\int_0^t dE[F'(F)-\{2E(0)/\sigma_k^2\}]/(F^2-2\sigma_k^2F[\text{Im}E'(F)-\text{Im}E'(0)])} \sqrt{1 - \frac{2\sigma_k^2}{F} [\text{Im}E'(F) - \text{Im}E'(0)]}.
\]

(E4)

By taking the limit \( \sigma_k \to 0 \), we obtain the rightmost equation in Eq. (24). The center of mass in the Brillouin zone can also be read out from Eq. (E3) as

\[
 \langle k \rangle_t = Ft + \frac{2[\text{Im}E(Ft) - \text{Im}E(0)]\sigma_k^2}{F - 2\sigma_k^2[\text{Im}E'(Ft) - \text{Im}E'(0)]},
\]

(E5)

which reduces to \( Ft \) in the \( \sigma_k \to 0 \) limit. After the Fourier transform \( \psi_j(x) = \int_{-\pi}^{\pi} [(dk)/\sqrt{2\pi}] \psi_j(k)e^{ikx} \), we can obtain the real-space wave function and determine the center of mass in real space as

\[
 \text{mass}\text{center}(x) = Ft + \frac{2[\text{Im}E(Ft) - \text{Im}E(0)]\sigma_k^2}{F - 2\sigma_k^2[\text{Im}E'(Ft) - \text{Im}E'(0)]},
\]
\begin{equation}
\langle x \rangle_t = \frac{\text{Re}E(Ft) - \text{Re}E(0)}{F} - \frac{2\sigma_k^2}{F^2} \text{Im}\{[E^\ast(Ft) - E^\ast(0)][E(Ft) - E(0)]\}. \tag{E6} \end{equation}

which reduces to the middle equation in Eq. (24) in the limit of \( \sigma_k \rightarrow 0 \).

It is worthwhile to consider the specific case of free diffusion with \( F = 0 \). Taking the limit of \( F \rightarrow 0 \) in Eqs. (E4)–(E6), we obtain

\begin{equation}
\mathcal{N}_t = \frac{e^{2\text{Im}E(0)t} + \{2\sigma_k \text{Im}E(0)t\}^2 / \{1 - 2\sigma_k^2 \text{Im}E(0)t\}}{1 - 2\sigma_k^2 \text{Im}E''(0)t}.
\end{equation}

\begin{equation}
\langle k \rangle_t = \frac{2\sigma_k^2 \text{Im}E^\ast(0)t}{1 - 2\sigma_k^2 \text{Im}E''(0)t}.
\end{equation}

\begin{equation}
\langle x \rangle_t = \text{Re}E(0)t - 2\sigma_k^2 \text{Im}[E^\ast(0)E''(0)t^2]. \tag{E7} \end{equation}

Applying the last equation to a wave packet with the momentum-space spread of \( \sigma_k^2 = \pi / L \) in the clean Hatano-Nelson model (7) with \( J_L, J_R \in \mathbb{R} \), we have

\begin{equation}
\langle x \rangle_t = -\frac{2\pi}{L} (J_L^2 - J_R^2)t^2. \tag{E8} \end{equation}

This result implies that the shift of the center of mass due to asymmetric hopping amplitudes is a finite-size effect. In other words, a wave packet in the classical limit does not move in spite of the asymmetry in hopping amplitudes.

**APPENDIX F: IMPLEMENTATION OF ASYMMETRIC HOPPING AMPLITUDES WITH ULTRACOLD ATOMS IN OPTICAL LATTICES**

We here show that it is possible to realize a non-Hermitian system on the basis of reservoir engineering \[167,173–176\]. Generally speaking, by engineering a Lindblad master equation \[177\]

\begin{equation}
\dot{\rho}_i = -i[H, \rho_i] + \sum_j \mathcal{D}[L_j] \rho_i, \tag{F1} \end{equation}

where \( \mathcal{D}[L] \equiv L \rho L^\dagger - \{L^\dagger L, \rho\} / 2 \), we can obtain an effective non-Hermitian Hamiltonian

\begin{equation}
H_{\text{eff}} = H - \frac{i}{2} \sum_j L_j^\dagger L_j \tag{F2} \end{equation}

under postselection \[97,98,171\] or for loss processes of a coherent condensate \[72,74,99\]. In particular, if we choose

\begin{equation}
H = -J \sum_j (c_j^\dagger c_{j+1} + \text{H.c.}), \quad L_j = \sqrt{k} (c_j \pm i c_{j+1}), \tag{F3} \end{equation}

where \( L_j \)’s describe a collective one-body loss \[99\], the effective non-Hermitian Hamiltonian involves asymmetric hopping amplitudes:

\begin{equation}
H_{\text{eff}} = \sum_j (J_R c_{j+1}^\dagger c_j + J_L c_j^\dagger c_{j+1}) - \imath \kappa N, \tag{F4} \end{equation}

where \( J_R = -J \mp (\kappa / 2) \) differs from \( J_L = -J \pm (\kappa / 2) \) and \( N = \sum_j c_j^\dagger c_j \) is the total particle-number operator, so that the last term corresponds to a background loss. Unlike Fig. 5(d), the energy spectrum is now below the real axis due to atom loss, and the imaginary part of its center is located at \(-\imath \kappa\).

It is not straightforward to engineer a nonlocal one-body loss like \( L_j \)’s in Eq. (F3), since the usual loss process occurs locally \[74\]. However, we can effectively engineer such a novel nonlocal loss by using a nonlocal Rabi coupling to some auxiliary degrees of freedom which undergo rapid local loss. After adiabatically eliminating the fast decay modes \[178\], we end up with an effective dynamics with target degrees of freedom alone, which now effectively undergo nonlocal loss.

As illustrated in Fig. 17, we consider a system of two-level atoms with internal states \( |g\rangle \) and \( |e\rangle \) in a one-dimensional optical lattice with lattice constant \( a \). Because of an opposite Stark shift, the potential minima for \( |e\rangle \) locate in the middles of each of those for \( |g\rangle \). The excited state \( |e\rangle \) is assumed to be unstable and rapidly escape from the lattice at a rate \( \gamma \). Parallel to the optical lattices, we further apply a running-wave laser with frequency \( \omega_R \), which is detuned from the atomic frequency \( \omega_{eg} \) by \( \Delta = \omega_R - \omega_{eg} \). The strength of the laser-atom dipole coupling is characterized by a Rabi frequency \( \Omega_R \). Within the tight-binding approximation and neglecting the interactions between atoms, we can write down the master equation in the rotating frame of reference as

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig17.png}
\caption{Implementation of asymmetric hopping amplitudes in optical lattices. A stable (dissipative) optical lattice is applied to the ground (excited) state \( |g\rangle \) (\( |e\rangle \)). A running wave parallel to an optical lattice couples \( |g\rangle \) to \( |e\rangle \), which undergoes rapid on-site loss at a rate \( \gamma \). By making the wavelength of the running wave equal to that of the lattice constant, the phases of Rabi couplings can be adjusted to change by \( \pi / 2 \) compared with the left nearest ones.}
\end{figure}
\[ \hat{\rho}_t = -i \sum_j [H_0 + V, \rho_t] + \mathcal{D}(c_{je})\rho_t, \]  

where \( H_0 \) includes the bare tunneling and \( V \) couples different internal states:

\[ H_0 = -J \sum_{j,a,g,e} (e^{j+1,a}c_{je} + H.c.) - \sum_j \Delta c_{je}^\dagger c_{je}, \]

\[ V = \frac{1}{2} \sum_j [\Omega e^{\pm ik_R a}c_{je}^\dagger (c_{je} + e^{\pm(i/2)k_R a}c_{j+1,g}) + H.c.]. \]

Here, \( + (-) \) corresponds to the right (left) propagating wave, and the Rabi coupling \( \Omega \) can be determined from \( \Omega = \frac{\lambda}{\sqrt{2} + 4\Delta} (c_{jg} + e^{\pm i/2k_R a}c_{j+1,g}) \)

\[ L_j = \frac{\sqrt{\gamma}}{\sqrt{\gamma^2 + 4\Delta^2}} \]  

which gives the second equation in Eq. (F3) if \( k_R a = \pi \) or \( \lambda_R = 2a \). Note that, even if \( \lambda_R \) differs from \( \lambda_L = 2a \), which is the wavelength of the optical lattice laser, we can still obtain Eq. (F3) by tilting the running wave from the optical lattice by an angle \( \theta_R = \arccos(\lambda_R/\lambda_L) \) as long as \( \lambda_R < \lambda_L \).

In a realistic experiment, we can, for example, use \( ^{174}\text{Yb} \) atoms and 1117-nm wavelength lasers to create the anisotropic optical lattice with opposite Stark shifts for \( g = \frac{1}{8} \gamma_0 \) and \( e = \frac{1}{8} P_0 \) [179]. We choose a relatively shallow (yet the tight-binding approximation still works well) lattice depth \( V_0 = 5E_r \), with \( E_r = h^2/(2m\lambda^2) = 2\pi \times 0.92 \text{ kHz} \) being the recoil energy. The bare hopping amplitude is thus estimated to be \( B = 0.066E_r = 2\pi \times 60 \text{ Hz} \) [180]. The on-site loss rate \( \gamma \) of \( |e\rangle \) can be controlled by a 1285-nm laser that couples \( \frac{1}{8}P_0 \) to \( \frac{1}{8}P_1 \) resonantly, and we can still make \( \kappa = \gamma |\Omega|^2/(\gamma^2 + 4\Delta^2) \) as small as, e.g., \( 0.2J = 2\pi \times 12 \text{ Hz} \) by tuning \( \gamma, |\Omega|, \) or \( \Delta \). Here, we should make \( \gamma \) much less than the band gap \( 4.6E_r \) of the optical lattice to justify the tight-binding approximation for \( |e\rangle \) (e.g., we can choose \( \Delta = 0 \) and \( \gamma = 5\Omega = 0.33E_r = 2\pi \times 0.30 \text{ kHz} \)). The wavelength of the running-wave laser is fixed at 578.42 nm (clock transition [181]), and the tilting angle should be \( \theta_R = 58.8^\circ \). The potential gradient can be made from an optical dipole force via an additional laser beam [16] and may be chosen to be, e.g., \( F = 4\kappa = 2\pi \times 48 \text{ Hz} \), which is much smaller than the band gap and thus justifies the single-band treatment. The maximum displacement can thus be evaluated to be \( 2J/F = 5 \) lattice sites, which is enough to be measured by single-site resolved quantum gas microscopy [182]. The period of Bloch oscillations is \( T_B = 2\pi/F = 21 \text{ ms} \), after which the survival fraction of atoms is given by \( e^{-2\pi T_B} = 4.3\% \), which should be sufficiently large for reconstructing the complex-energy spectrum if there are at least thousands of atoms at the initial time.

**APPENDIX G: PROOF OF THEOREM 1**

To prove \( H(k) \approx U(k) \), we have to first confirm that \( U(k) \) belongs to the same symmetry class of \( H(k) \). For an arbitrary antiunitary symmetry or antisymmetry \( A = UAK \) (\( U_A \) is unitary and \( K \) denotes complex conjugation), if \( AH(k) = \eta_A H(-k)A \eta_A = \pm 1 \), by performing the polar decomposition \( H(k) = U(k)P(k) \) \( P(k) = \sqrt{H(k)H(k)} \), we obtain

\[ U_A U^\dagger(k)P(k) = \eta_A U(-k)P(-k)U_A \]

\[ \Rightarrow U_A P^\dagger(k)U_A = P^2(-k) \]

\[ \Rightarrow [P(-k) + U_A P^\dagger(k)U_A][P(-k) - U_A P^\dagger(k)U_A] = 0, \]

where the unitarity of \( U_A \) and \( U(k) \) \( [U^\dagger(k)] \) and the Hermiticity of \( P(k) \) \( [P^\dagger(k)] \) are used. Recalling that \( P(k) \) \( P^\dagger(k) \) is positive definite, we can infer that \( P(-k) + U_A P^\dagger(k)U_A \) is also positive definite and thus invertible. This fact implies

\[ P(-k) = U_A P^\dagger(k)U_A \]

\[ \Rightarrow U_A U^\dagger(k) = \eta_A U(-k)U_A. \]

Following a similar procedure, we can prove that \( U(k) \) and \( H(k) \) share the same unitary symmetry or antisymmetry, irrespective of the fact that \( k \) is flipped or not. This result explains why we use the term symmetric class in the beginning, which is much wider than the AZ class (for example, we can consider crystalline symmetries).

We can now construct the following path:

\[ H_0(k) = (1 - \lambda)H(k) + \lambda U(k) \]

\[ = U(k)[(1 - \lambda)P(k) + \lambda], \]

which satisfies \( H_0(k) = H(k) \) and \( H_1(k) = U(k) \). Furthermore, \( H_1(k) \) shares the same symmetry as \( H(k) \) and \( U(k) \) and is indeed invertible due to the fact that \( (1 - \lambda)P(k) + \lambda \) is positive definite.

**APPENDIX H: EVENNESS OF THE WINDING NUMBERS FOR CLASSES AII AND C**

Since the winding number is a topological invariant, it can be calculated from the unitarized Hamiltonian \( U(k) \). Let us first show that \( \text{Tr}[U^\dagger(k)\partial_k U(k)] \) is an even function of \( k \). From Eq. (G2), we know that
Where we have used \( \text{Tr}[A^T] = \text{Tr}[A] \), \( \partial_k (AB) = (\partial_k A)B + A(\partial_k B) \), and \( U^\dagger (U(k))U(k) = 1 \). Using the fact that \( \text{Tr}[U^\dagger (k)\partial_k U(k)] \) is even in terms of \( k \), the winding number can be expressed as

\[
w = \frac{1}{2\pi i} \int_{-\pi}^{\pi} dk \text{Tr}[U^\dagger(k)\partial_k U(k)]
\]

However, this expression is not sufficient to ensure \( w \in \mathbb{Z} \), since \( \int_{-\pi}^{\pi} \frac{dk}{2\pi i} \text{Tr}[U^\dagger(k)\partial_k U(k)] \) may be a half-integer. Indeed, Eq. (H2) is applicable also to classes AI and D. To rule out this possibility, we should show that \( \text{det}U(0) \) and \( \text{det}U(\pi) \) share the same argument.

To this end, we first write down the explicit form of \( U(\Gamma) \) (\( \Gamma = 0, \pi \)):

\[
U(\Gamma) = \begin{bmatrix}
  u_1 & u_2 \\
  \mp u_2^* & \pm u_1^*
\end{bmatrix},
\]

where, due to \( U(\Gamma)^T U(\Gamma) = 1 \), the blocks \( u_{1,2} \) satisfy

\[
u_1^* u_1 + u_2^* u_2 = 1, \quad u_1 u_2^* = u_2 u_1^*.
\]

If \( u_1 \) is invertible, the second identity in Eq. (H4) is equivalent to \( u_1^* u_2 = (u_1^* u_2)^T \), and we can apply the determinant formula for block matrices [169],

\[
\text{det} \begin{bmatrix} A & B \\ C & D \end{bmatrix} = \text{det} A \text{det}(D - CA^{-1} B),
\]

to Eq. (H3), obtaining

\[
\text{det} U(\Gamma) = \text{det} u_1 \text{det}(\pm u_1^* \pm u_2^* u_1 u_2)
\]

\[
= (\pm 1)^m \text{det} u_1 \text{det}(u_1^* u_1 u_2^* u_2)^T
\]

\[
= (\pm 1)^m \text{det} u_1 \text{det}(u_1^* u_1 u_2^* u_2)
\]

\[
= (\pm 1)^m \text{det}(u_1 u_1^* + u_2 u_2^*) = (\pm 1)^m. (H6)
\]

Here, \( m \) is the size of \( u_{1,2} \) in Eq. (H3) [or that of \( h_{1,2} \) in Eq. (46)], and the properties \( \text{det} A = \text{det} A^T \) and \( \text{det}(AB) = \text{det}A \text{det}B \) are used. If \( u_1 \) is not invertible, we expect \( U(\Gamma) \) to be connected to some nearby time-reversal- or particle-hole-symmetric (with \( T^2 = -1 \) or \( C^2 = -1 \)) unitary matrices with invertible \( u_1 \), and we arrive at the same result due to the fact that \( \text{det} U(\Gamma) = \pm 1 \) cannot change suddenly during continuous deformation.

In fact, we can easily obtain the same result by looking at the individual eigenvalues. Note that \( TU(\Gamma) = U(\Gamma)T \) \( [CU(\Gamma) = -U(\Gamma)C] \) with \( \Gamma = 0, \pi \), and \( T^2 = -1 \) (\( C^2 = -1 \)) enforce the eigenvalues to appear in pairs like \( e^{\pm i\theta_0} \) \( (\pm e^{\pm i\theta_0}) \), leading to \( \text{det} U(0) = \text{det} U(\pi) = 1 \) \( \text{det} U(0) = \text{det} U(\pi) = (-1)^m \). This fact ensures that \( w = 2 \int_{-\pi}^{\pi} \frac{dk}{2\pi i} \text{det} U(k) \) is quantized as an even integer.

**APPENDIX I: CLASS A WITH PT SYMMETRY**

The set of all the \( PT \)-symmetric systems without any other symmetry requirements can be obtained by imposing \( PT \) symmetry into the non-Hermitian class A, which is equivalent to the Hermitian class AIII. Since the \( PT \) symmetry does not invert the sign of the wave vector \( k \), we have to use the formula developed in Ref. [51]:

\[
K^A_k(s; d, d_1) = \pi_0 (R_{s-d+2d_1}),
\]

where \( s \) is determined by the properties of the antiunitary symmetry \( A \) and \( d_1 \) is the number of \( k \) components that do not change their signs under \( A \). It is clear that \( d_1 = d \) for \( A = PT \), and \( s \) should be 1 (BDI-like), since \( PT \) is involutory and commutes with the virtual chiral symmetry. We can thus obtain the classification in all dimensions shown in Table II. Note that this classification does not rule out the possibilities of other topological numbers in \( PT \)-symmetric systems with exceptional points in the bulk [68,70–72].

A remarkable result in Table II is that a one-dimensional \( PT \)-symmetric system \( H(k) \) is characterized by a \( \mathbb{Z} \) topological index rather than a \( \mathbb{Z} \) winding number (see Table I). Such a \( \mathbb{Z} \) index should be different from \( \text{sgn} \text{det} H(k) \), which is like a weak topological index inheriting from zero dimension. Instead, this result should be understood from the fact that the fundamental group of \( \text{GL}_n^+ (\mathbb{R}) \) is \( \mathbb{Z} \) for \( n > 2 \), where \( \text{GL}_n^+ (\mathbb{R}) \) denotes the general linear group of all the \( n \times n \) real matrices with a positive determinant. This understanding is based on the fact that \( PT \) can always be represented as \( K \) under a properly chosen basis and the sign of \( \text{det} H(k) \) determines the branch of \( \text{GL}_n^+ (\mathbb{R}) \) to which \( H(k) \)'s belong.

We should mention that if the Hilbert-space dimension is fixed to be 2, which is the case in a recent experiment [88], we obtain a different classification as \( \mathbb{Z} \). This result is because each matrix in \( \text{GL}_2^+ (\mathbb{R}) \) can continuously be deformed into that in \( \text{SO}(2) \), which is isomorphic to \( S^1 \), giving \( \pi_1 (\text{GL}_2^+ (\mathbb{R})) = \pi_1 (S^1) = \mathbb{Z} \). This example, similar to the Hopf insulator in Hermitian systems [149], illustrates the fact that the homotopy classification does not always coincide with the \( K \)-theory classification, since the latter allows the operation of band insertion and thus contains more general operations of continuous deformation.
An important implication of the $Z_2$ classification is that any $PT$-symmetric two-band lattice can be trivialized if we combine it with its copy. Let us demonstrate such a trivialization process for two copies of $PT$-symmetric Su-Schrieffer-Heeger chains realized in Ref. [88]:

$$H_\alpha = \sum_j (Jb_j^\dagger a_{j+1} + J' a_j^\dagger b_{j+1} + H.c.)$$

$$+ i\gamma \sum_j (a_j^\dagger a_j - b_j^\dagger b_j),$$

(12)

where $a_{j\alpha}$ and $b_{j\alpha}$ correspond to two sublattice degrees of freedom, $j\alpha$ labels the $j$th unit cell in the $\alpha$th chain ($\alpha = 1, 2$), and $J, J', \gamma \in \mathbb{R}^+$. In terms of Pauli matrices, the Bloch Hamiltonian can be written as $H_\alpha(k) = (J + J' \cos k)\sigma_x + J' \sin k\sigma_y + i\gamma \sigma_z$, with $\max_k \{\det H_\alpha(k)\} = \gamma^2 - (J - J')^2$. Assuming $J' - J > \gamma$, after unitarization and changing the basis such that $PT = K$, we obtain the $O(2)$ matrix $[J' \sin k\sigma_x + (J' \cos k + J)\sigma_y]/|q(k)|$ with $q(k) = J + J'e^{-ik}$, which has a nontrivial winding number $w = 1$. While $H_\alpha(k)$ alone is nontrivial, we can trivialize the combined system of the two chains ($\alpha = 1, 2$) via a phase-staggered coupling:

$$H = H_1 + H_2 + J_c \sum_j (ia_j^\dagger a_{j+1} - ib_j^\dagger b_{j+1} + H.c.),$$

(13)

which respects the $PT$ symmetry for $J_c \in \mathbb{R}$. The determinant of the four-band Bloch Hamiltonian of Eq. (13) can be evaluated to be

$$\det H(k) = \{J_c^2 + [\gamma + |q(k)|^2]\{J_2^2 + [\gamma - |q(k)|^2]\}.$$

(14)

which does not vanish as long as $J_c \neq 0$. Therefore, after introducing a finite phase-staggered coupling $J_c$, we can safely change $J, J', \gamma$ to zero to obtain a trivial band insulator.

It is worthwhile to trace the spectral flow in the above trivialization process. As shown in Fig. 18, under the open-boundary condition, two pairs of $PT$-broken edge modes of the coupled $PT$-symmetric Su-Schrieffer-Heeger chains are gradually absorbed into the bulk spectrum. Such a process is impossible for a single pair of $PT$-broken edge modes without touching or crossing the origin and retrieving the $PT$ symmetry. Note that the reflection symmetry with respect to the imaginary axis arises from a particle-hole symmetry $C = \sigma_z K$, which anticommutes with $PT = \sigma_x K$ and also leads to a $Z_2$ classification in one dimension [51]:

$$K_\mathbb{R}^A(s, t; d, d')|_{s=1, t=0, d=1, d'=1}$$

$$= K_\mathbb{R}^A(s - d, t - d'; 0, 0)|_{s=1, t=0, d=1, d'=1}$$

$$= K_\mathbb{R}^A(0, -1; 0, 0) = \pi_0(\mathbb{R}_1) = Z_2.$$

(15)

Finally, we make a conjecture that the $Z_2$ index manifests itself as the number of potentially $PT$-broken edge-mode pairs and can, thus, be computed as

$$s = \text{sgn}[\det(H_\alpha + \epsilon)]\text{sgn}(\det H_p),$$

(16)

where $H_\alpha$ ($H_p$) is the full Hamiltonian under the open-boundary (periodic-boundary) condition and $\epsilon$ is an arbitrarily small real number that is necessary for avoiding an ill definition in the presence of zero modes, which are counted as potentially $PT$-broken pairs. Note that, unlike the chiral symmetry, a $PT$-symmetric Hamiltonian maintains the $PT$ symmetry under the translation $H \rightarrow H + E$ for all $E \in \mathbb{R}$. The topological index given by Eq. (16) can be interpreted as whether a topological transition occurs at the edge that changes the zero-dimensional $Z_2$ index (discussed in Sec. VA) when the boundary condition changes. Similar to a $Z_2$ topological insulator [5,6], which has an odd number of helical modes at the edge, a nontrivial $PT$-symmetric system in one dimension should exhibit an odd number of edge-mode pairs, leading to $s = -1$. If there is additional particle-hole symmetry, we can conclude that a system with $s = -1$ must have an odd number of pairs of $PT$-broken edge modes with purely imaginary eigenergies, and thus the system possesses at least one pair.


TOPOLOGICAL PHASES OF NON-HERMITIAN SYSTEMS


[126] In the absence of a particle-hole or chiral symmetry, the classification of all the Hermitian Hamiltonians with a given $E_F$ is equivalent to that with $E_F = 0$, since we have a time-reversal-symmetry-preserved one-to-one map $H \rightarrow H - E_F$ between two sets of Hamiltonians. In the presence of a particle-hole or/and chiral symmetry, although $E_F$ has arbitrariness for a given system, the only choice of $E_F$ is zero when considering the set of all such Hermitian Hamiltonians.


[132] The phenomenon alone may be relevant to a single band, like the integer or anomalous quantum-Hall effect. After all, at least another band is necessary to make the present band nontrivial, such as another band with the opposite Chern number.


[135] Here, we tacitly assume a finite system size ($L$), and therefore the probability is zero for the disordered Hamiltonian to be not invertible.

[136] If $\xi_1 = \xi_2$, we have $\psi_f = c_1 z_1^{\xi_1} + c_2 z_1^{\xi_1-1}$.


[151] Another reason is that the full information of $U(k, t) = T e^{-i \int_{0}^{t} d\tilde{H}(\tilde{r})}$ from $t = 0$ to $t = T$ is important in a Floquet system. A good illustration is the anomalous edge states [64], which exist in spite of a trivial $U(k, T) = 1$. In contrast, we focus on time-independent non-Hermitian Hamiltonians so that the base manifold for classification contains only $k$ but not $t$.

This should be understood with respect to the Hilbert-Schmidt inner product: $\langle A, B \rangle = \text{Tr}[A^\dagger B]$. We can check that $\langle KA, KB \rangle = \text{Tr}[A^\dagger B] = \text{Tr}[(B^\dagger A) = \langle B, A \rangle$.


